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Welcome by the Editor

The impact of a scientific achievement is hard to measure, es-
pecially in the short run. Still, human lifespan is relatively 

short when compared to the wide spread applications of theoreti-
cal breakthroughs – so we define ”factors” predicting the possible 
impact of new ideas and contributions.

Scientific surveys are considered a strange breed of articles, 
since it is not necessarily expected from them to present and vali-
date novel ideas. They contribute to the fabric of human knowl-
edge and recognition of the world around us in another way. 
Providing a pre-digested, comparative, comprehensive overview 
about the current achievements of a domain could be just as eye-
opening for some, as a clear description of brand new findings.

This is the first year of a new decade for the Infocommunications 
Journal, and indeed, we can be proud of some impactful articles 
published in the first ten years. This year is remarkable for HTE, the  
Scientific Association for Infocommunications, our publisher, as 
well. HTE has been formed in the January 29, 1949, in Hungary – 
hence celebrating its 70th anniversary this year. The intention with 
this current issue is to start the new decade with some impactful 
overviews – surveys – and some breakthrough articles carrying 
novel ideas.

The seven papers of this issue includes three invited surveys and 
four papers that arrived to the open call. The invited papers cover 
three very current areas of the ICT domain: hacking of IoT (Inter-
net of Things) devices, and surveys on Quantum Key Distribution 
(QKD) and Visible Light Communication (VLC). Papers from the 
open call are also targeting current interest: 5G networks, V2G (Ve-
hicle to Grid) communications, IEEE 802.11ax, and advanced com-
pression and indexing methods for massive data. Let us have a brief 
overview of these papers.

In their primer paper, Papp et.al. provide an introduction into  
hacking IoT devices. After introducing the basic background on 
the interfaces and the protocols at the hardware level, they sum-
marize the methods and tools for extracting the firmware of the 
device and unpacking it for further analysis. Further, they give an 
overview on some basic firmware analysis methods and tools that 
can be used to find hard-coded passwords and keys, and to dis-
cover erroneous settings or bugs. Moreover, they describe some 
more advanced analysis methods that can be used to discover vul-
nerabilities in the binary programs that belong to the firmware.

Gyongyosi et.al. furnish a synopsis of the recent results of QKD. 
Their review focuses on the principles of discrete-variable and con-
tinuous-variable QKD (DVQKD and CVQKD) protocols, the main 
attributes of the recent implementations, as well as the integration of 
QKD into traditional and quantum communication networks.

Upon editorial request, Eszter Udvary created a comprehensive  
literature overview on Visible Light Communication, covering its  
features and applications. VLC has the potential to provide high-

speed data communication with relatively good security and im-
proved energy efficiency. After introducing the motivation for 
VLC technology development, the paper describes the main ad-
vantages and disadvantages of this technology, demonstrates the 
current challenges, discusses modulation techniques and finally, 
VLC applications.

Racz et.al. investigate the performance of the closed-loop control 
of an UR5 industrial robotic arm at varying network characteris-
tics. They evaluated the differences of the intended and the realized  
trajectories of the arm, and correlated this with communication 
speed and latency. Further, they suggest a method to handle loss 
and jitter of robot control packets.

In their paper, Jako et.al. present a wireless authentication solu-
tion prototype, which allows electric vehicle owners to identify 
themselves nearby the charging station, but before connecting the 
plug to the Electric Vehicles. They built a conformance test system 
for the Supply Equipment Communication Controller in accord-
ance with the ISO/IEC 15118 standards.

Islam and Kashem propose an OFDMA-based MAC protocol 
for IEEE 802.11ax named HTFA, which employs a hybrid mecha-
nism for channel access. HTFA will provide high throughput of 
data as well as maintains improved fair access policy to the me-
dium among the terminals.

A data structure is called (singly) opportunistic if it takes ad-
vantage of the redundancy in the input in order to store it in 
information-theoretically minimum space. Nagy et. al. propose 
R3D3 as a new tool for compressing and indexing bitvectors. 
R3D3 is, in contrast to previous work, doubly opportunistic, in 
that it realizes substantial space savings on the compressed data 
and the index alike.

Seventy years for our Association, and ten years for our Jour-
nal – this is a year for celebration: remembering some legendary 
achievements, and aiming for new challenges.
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the Editor-in-Chief of the Infocommunications Journal.
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IoT Hacking – A Primer
Dorottya Papp, Kristóf Tamás, and Levente Buttyán

Abstract—The Internet of Things (IoT) enables many new
and exciting applications, but it also creates a number of new
risks related to information security. Several recent attacks on
IoT devices and systems illustrate that they are notoriously
insecure. It has also been shown that a major part of the
attacks resulted in full adversarial control over IoT devices, and
the reason for this is that IoT devices themselves are weakly
protected and they often cannot resist even the most basic attacks.
Penetration testing or ethical hacking of IoT devices can help
discovering and fixing their vulnerabilities that, if exploited,
can result in highly undesirable conditions, including damage
of expensive physical equipment or even loss of human life. In
this paper, we give a basic introduction into hacking IoT devices.
We give an overview on the methods and tools for hardware
hacking, firmware extraction and unpacking, and performing
basic firmware analysis. We also provide a survey on recent
research on more advanced firmware analysis methods, including
static and dynamic analysis of binaries, taint analysis, fuzzing,
and symbolic execution techniques. By giving an overview on
both practical methods and readily available tools as well as
current scientific research efforts, our work can be useful for
both practitioners and academic researchers.

Index Terms—IoT security, ethical hacking, penetration test-
ing, embedded firmware analysis, binary program analysis.

I. INTRODUCTION

THE Internet has grown beyond a network of laptops,
PCs, and large servers: it also connects millions of small

embedded devices. This new trend is called the Internet of
Things, or IoT in short, and it enables many new and exciting
applications. At the same time, however, it also creates a
number of new risks related to information security.

On the one hand, embedding computers into everyday ob-
jects and connecting them to the Internet exposes our physical
world to attacks originating from the cyber space. This means
that cyber attacks may have physical consequences, including
damage of physical equipment or even loss of human life.
Probably, the most famous example for this is the Stuxnet
worm [1], which was used in an attack targeting a uranium
enrichment plant in Iran to compromise embedded industrial
controllers and to physically damage the uranium centrifuges
that they controlled [2]. Another famous example is the proof-
of-concept attack on the Jeep Cherokee SUV [3], in which two
security researchers remotely took control over a vehicle while
it was running on the highway. Besides these famous cases,
there are many other examples for cyber attacks on network
connected embedded systems (essentially IoT applications),
where the consequences were or could have been highly
undesirable, including an attack on the Ukrainian power grid

The authors are affiliated with the CrySyS Lab at the Department of
Networked Systems and Services of the Budapest University of Technology
and Economics, e-mail: (see http://www.crysys.hu/).

Kristóf Tamás is currently with Ukatemi Technologies.
Manuscript received: February 2019; revised: May 2019.

that resulted in an hour long black-out in the city of Kiev [4],
an attack on a steel mill in Germany that resulted in “massive
damage to the system” [5], and a potential attack that installed
malware on pacemaker devices that could have resulted in a
fatality [6].

The other side of the coin is that embedded devices with no
or weak protection, when connected to the Internet, can put
Internet based services and the Internet infrastructure itself
at risk. Indeed, weakly protected WiFi routers, web cameras,
and other “smart” devices connected to the Internet are low
hanging fruits for attackers that they can use to build a massive
attack infrastructure. An example for this is the Mirai botnet
[7], which consists in millions of compromised IoT devices
and which was used in the largest DDoS (Distributed Denial
of Service) attack ever targeting the Domain Name System
of the Internet and making popular Internet based services
unavailable [8].

The general insecurity of the Internet of Things is a prob-
lem, and researchers have started to investigate what it stems
from and how to address it. In a recent survey [9], the authors
performed a comprehensive study on reported attacks and
defenses in the IoT domain with the goal of understanding
what goes wrong with existing IoT applications in terms of
security. They identified 5 major problem areas: unconditional
trust in the local network and in the physical environment an
IoT device is operating in, over-privileging mobile applications
used to control IoT devices, no or weak authentication, and
implementation flaws. The study found that a major part of the
attacks resulted in full adversarial control over IoT devices.
The reason for this is that IoT devices themselves are weakly
protected and they often cannot resist even the most basic
attacks.

Whether IoT devices can be made more resistant to attacks
in a cost efficient way is an open question and subject to
intense research. However, even if future devices will be more
secure, there are millions of devices already deployed, and
it is also important to understand the level of security that
they provide. This can usually be measured to some extent by
penetration testing or ethical hacking methods. Hacking IoT
devices can be fun, because it combines traditional hacking
methods with some hands-on physical experience, but more
importantly, it is also a very useful activity that can help
discovering and fixing vulnerabilities in IoT devices that, if
exploited, can result in highly undesirable conditions, as we
saw above.

In this paper, we give a basic introduction into hacking
IoT devices. We begin with giving an overview on hardware
hacking, as IoT hacking is often started by disassembling
the IoT device under study. The vulnerabilities that can be
exploited to gain full adversarial control over a device can
often be found in the device’s firmware. Therefore, we con-
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it is also important to understand the level of security that
they provide. This can usually be measured to some extent by
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devices can be fun, because it combines traditional hacking
methods with some hands-on physical experience, but more
importantly, it is also a very useful activity that can help
discovering and fixing vulnerabilities in IoT devices that, if
exploited, can result in highly undesirable conditions, as we
saw above.

In this paper, we give a basic introduction into hacking
IoT devices. We begin with giving an overview on hardware
hacking, as IoT hacking is often started by disassembling
the IoT device under study. The vulnerabilities that can be
exploited to gain full adversarial control over a device can
often be found in the device’s firmware. Therefore, we con-
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tinue our introduction by explaining how the firmware can be
extracted from the devices and unpacked. Then, we briefly
summarize some basic firmware analysis methods and tools
that aim at identifying hard-coded secrets, misconfigurations
of the device, and simple bugs in scripts. Most of these tools
are open source and freely available on the Internet, and we
provide references to them. Finally, we complete our primer on
IoT hacking by providing a survey on more advanced analysis
methods, including static and dynamic analysis of binaries,
taint analysis, fuzzing, and symbolic execution. Advanced
binary analysis of embedded firmware is still an active area
of research, hence, instead of tools readily available on the
Internet as in the case of basic firmware analysis, advanced
methods are mainly described in scientific publications. Ac-
cordingly, we provide references to the most relevant papers
in this exciting research domain. We hope that this duality
(i.e., giving an overview both on practical methods and readily
available tools, as well as on current scientific research efforts)
makes our work useful for both practitioners and academic
researchers.

II. HARDWARE HACKING

In the IoT context, the IoT device being analyzed is often
physically accessible to the hacker, which allows him/her to in-
spect the hardware components of the device, including chips
and connectors soldered on the motherboard, and peripherals
attached to it. Inspection of the hardware can be carried out
in three phases:

1) Hardware reconnaissance without opening the de-
vice: In this phase, the main objective is to collect
publicly available information about the hardware at
hand, mainly from the Internet, as whatever informa-
tion is discovered in this phase can be used later in
the analysis. For instance, the serial or model number
printed on the device may allow for the identification
of data sheets or manuals on the Internet, which might
include important information about the device. Wireless
devices produced or used in the USA have an FCC ID
(Federal Communication Commission Identifier) printed
on them, which one can use to look up information on
different web sites1. These web pages usually contain
more information about the device than its data sheet,
including the labelled motherboard, I/O (Input/Output)
pins, test reports, and external and internal photos about
the device. For the later phases, it is vital to identify
the power requirements of the device and the needed
adapters. The most important information include the
level of amperage, the level of voltage, and the polarity.
From the data sheets and photos, or by visually exam-
ining the device, it is also important to identify whether
it has any kind of tamper protection, because opening a
tamper protected device can lead to irreversible damage
of the hardware. Finally, it might be possible to obtain
public information about some known vulnerabilities of
the device, which may be exploited without opening the
housing of the device.

1e.g., fccid.gov or fccid.io

2) Opening the housing of the device and inspecting
the motherboard: This phase usually requires more
electrical engineering knowledge. Most importantly, it
might be impossible to re-assemble the device into its
original state after dismantling. Therefore, photos and
notes have to be made and taken during the disman-
tling process. Once the device is open, the chips, pins,
and interfaces on it can be inspected. With the chip
identifiers found, a search on different web databases2

can determine the purpose of the chip (e.g. processor,
flash, RAM) and the function of its pins. In addi-
tion, the external communication interfaces, such as
UART (Universal Asynchronous Receiver-Transmitter)
or JTAG (Joint Test Action Group), are identified in
this phase, as well as signs of use of communication
protocols, such as SPI (Serial Peripheral Interface) or
I2C (Inter-Integrated Circuit).

3) Desoldering the chips form the motherboard (if
necessary): Sometimes, the pins of a chip cannot be
accessed without desoldering the chip from the moth-
erboard. For instance, to dump the content of a flash
chip, the chip might need to be desoldered from the
motherboard in order to solder it to an external adapter
with connectable pins.

At the end of this phase, profound knowledge is gained
about how the analyzed IoT device works at the hardware
level. The next stage could be dumping the firmware from the
device via SPI, gaining root access to the device via UART,
or looking for vulnerabilities using JTAG. We discuss these
techniques in the following sections.

A. The UART interface and protocol

UART (Universal Asynchronous Receiver-Transmitter) is
an asynchronous serial communication protocol. Being asyn-
chronous, no external clock is required for synchronization,
but communicating parties must agree on the speed of the
communication, the so called baud rate. The most common
baud rate values are 9600, 19200, 38400, 57600 and 115200
bps.

A hardware UART port has at least four pins: voltage (Vcc),
Ground (Gnd), Transmit (Tx), and Receive (Rx). The Tx pin
is used to transmit data from the device to another connected
device, while the Rx pin is used to receive data from the other
device. The communication is usually full duplex, meaning
that both parties can transmit bits at the same time.

In IoT devices, the UART protocol is used to display
debug information, or to configure or repair the device. For
instance, if the device has a software malfunction and its web
interface is unavailable, one approach to fix it is to make a
wired connection to the device through its UART port. From
the hacking point of view, UART can be used to collect
information about the device’s bootloader, operating system,
and configuration. The steps to connect to an IoT device are
the following:

2e.g., datasheets.com, arrow.com, datasheetcatalog.com, alldatasheet.com,
microchip.com
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Fig. 1. UART ports on the TP-Link W8951ND router

Fig. 2. An UART-to-USB converter device

• Identifying UART ports and pinouts: After removing
the cover from the device, potential UART ports must
be identified. The pins might be explicitly labeled on the
motherboard or the four UART signals can be matched
to the pins. In order to identify the pins, the board can
be analyzed visually, or by using a multimeter or a logic
analyzer. Figure 1 shows part of the motherboard of the
TP-Link TD-W8951ND router where the UART pins are
visible.

• Connecting the UART pins to a computer: After having
identified the UART pins, the device has to be connected
to a computer. For this step, special hardware is needed
which can translate between USB and UART. These
devices are usually called USB-to-TTL or UART-to-USB
devices. An example is shown in Figure 2.

• Identifying the baud rate: In order to communicate with
the device, the correct baud rate has to be identified.This
can be done by trying the most common values manually.
Also, there are open source scripts available for this
purpose, such as baudrate.py3.

• Interacting with the device: Besides the baud rate, the
data frame configuration of the IoT device is also needed
for proper communication. That can be determined in
three ways: the vendor may have described it in the
product manual, it might have been posted on a forum on
the web, or it can be determined by trying the common
frame configurations exhaustively. Once everything has
been set, one can communicate with the device via UART
by using off-the-shelf programs such as: minicom4,
screen5, dterm6, picocom7, or serialclient8.
To interact with a serial port, root privileges are required.

3https://github.com/devttys0/baudrate
4https://help.ubuntu.com/community/Minicom
5https://www.gnu.org/software/screen/manual/screen.html
6http://www.knossos.net.nz/resources/free-software/dterm/
7https://github.com/npat-efault/picocom
8https://github.com/flagos/serialclient

After a successful connection, some devices may require
login credentials. Common username/password combinations
can be tried to gain access to the device nevertheless. In other
cases, UART connection to the device gives access to the boot-
loader, a command line interface (CLI) or a shell. However,
the received shell may be non-interactive, nevertheless, useful
information can be gathered about the device.

B. The SPI protocol

SPI (Serial Peripheral Interface) is a synchronous serial
communication bus protocol for short distance communica-
tion. SPI operates in a one-master-many-slaves setting, where
one master (usually the CPU) controls a Slave Select (SS) wire
for each slave. The master initiates communication with a slave
by pulling down its SS wire. Also, the master is responsible
for generating the clock signal. Like UART, SPI is also a full
duplex protocol. Even when one party has no output to send,
dummy data is sent on the affected line.

The communication takes place on four lines:

• Serial Clock (SCLK): The clock signal coming from the
master. The clock speed must not exceed the maximum
guaranteed clock speed of the selected slave.

• Master-Out-Slave-In (MOSI), sometimes Data In (DI):
Communication line for sending data from the master to
the selected slaves.

• Master-In-Slave-Out (MISO), sometimes Data Out (DO):
Communication line for sending data from the selected
slave to the master.

• Slave Select (SS): Signals to the slave that the master has
initiated communication with it.

From the hacker’s point of view, the SPI protocol is usually
used to dump the content of an EEPROM or a Flash Memory,
which typically implement the SPI protocol and store pro-
grams or persistent data.

Exploitation of SPI has similar steps to those of UART
exploitation: Firstly, the chip of interest has to be identified
and its pins must be matched to the lines described above.
Then, the chip has to be connected to a computer, which can
be done either with or without desoldering it. Communicating
with the chip without desoldering is made possible by special
clips such as the one shown in Figure 3. One challenge is
that communication with the chip requires it to be powered
up. Powering up the entire device is an option, but there can
be interference on the chip’s legs whenever the CPU tries
to communicate with it. If the data sheet specifies the exact
voltage level on which the chip should be used, the specified
power can be directly applied to the chip from a DC power
supply. If the legs are unreachable, then desoldering the chip
and soldering it to an SPI Flash or EEPROM adapter is the
only option left.

Communicating with the chip using the SPI protocol needs
an SPI-to-USB adapter or bridge, such as Bus Pirate9, a
multifunction tool capable of UART, SPI, I2C and JTAG com-
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Fig. 2. An UART-to-USB converter device

• Identifying UART ports and pinouts: After removing
the cover from the device, potential UART ports must
be identified. The pins might be explicitly labeled on the
motherboard or the four UART signals can be matched
to the pins. In order to identify the pins, the board can
be analyzed visually, or by using a multimeter or a logic
analyzer. Figure 1 shows part of the motherboard of the
TP-Link TD-W8951ND router where the UART pins are
visible.

• Connecting the UART pins to a computer: After having
identified the UART pins, the device has to be connected
to a computer. For this step, special hardware is needed
which can translate between USB and UART. These
devices are usually called USB-to-TTL or UART-to-USB
devices. An example is shown in Figure 2.

• Identifying the baud rate: In order to communicate with
the device, the correct baud rate has to be identified.This
can be done by trying the most common values manually.
Also, there are open source scripts available for this
purpose, such as baudrate.py3.

• Interacting with the device: Besides the baud rate, the
data frame configuration of the IoT device is also needed
for proper communication. That can be determined in
three ways: the vendor may have described it in the
product manual, it might have been posted on a forum on
the web, or it can be determined by trying the common
frame configurations exhaustively. Once everything has
been set, one can communicate with the device via UART
by using off-the-shelf programs such as: minicom4,
screen5, dterm6, picocom7, or serialclient8.
To interact with a serial port, root privileges are required.
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After a successful connection, some devices may require
login credentials. Common username/password combinations
can be tried to gain access to the device nevertheless. In other
cases, UART connection to the device gives access to the boot-
loader, a command line interface (CLI) or a shell. However,
the received shell may be non-interactive, nevertheless, useful
information can be gathered about the device.

B. The SPI protocol

SPI (Serial Peripheral Interface) is a synchronous serial
communication bus protocol for short distance communica-
tion. SPI operates in a one-master-many-slaves setting, where
one master (usually the CPU) controls a Slave Select (SS) wire
for each slave. The master initiates communication with a slave
by pulling down its SS wire. Also, the master is responsible
for generating the clock signal. Like UART, SPI is also a full
duplex protocol. Even when one party has no output to send,
dummy data is sent on the affected line.

The communication takes place on four lines:

• Serial Clock (SCLK): The clock signal coming from the
master. The clock speed must not exceed the maximum
guaranteed clock speed of the selected slave.

• Master-Out-Slave-In (MOSI), sometimes Data In (DI):
Communication line for sending data from the master to
the selected slaves.

• Master-In-Slave-Out (MISO), sometimes Data Out (DO):
Communication line for sending data from the selected
slave to the master.

• Slave Select (SS): Signals to the slave that the master has
initiated communication with it.

From the hacker’s point of view, the SPI protocol is usually
used to dump the content of an EEPROM or a Flash Memory,
which typically implement the SPI protocol and store pro-
grams or persistent data.

Exploitation of SPI has similar steps to those of UART
exploitation: Firstly, the chip of interest has to be identified
and its pins must be matched to the lines described above.
Then, the chip has to be connected to a computer, which can
be done either with or without desoldering it. Communicating
with the chip without desoldering is made possible by special
clips such as the one shown in Figure 3. One challenge is
that communication with the chip requires it to be powered
up. Powering up the entire device is an option, but there can
be interference on the chip’s legs whenever the CPU tries
to communicate with it. If the data sheet specifies the exact
voltage level on which the chip should be used, the specified
power can be directly applied to the chip from a DC power
supply. If the legs are unreachable, then desoldering the chip
and soldering it to an SPI Flash or EEPROM adapter is the
only option left.

Communicating with the chip using the SPI protocol needs
an SPI-to-USB adapter or bridge, such as Bus Pirate9, a
multifunction tool capable of UART, SPI, I2C and JTAG com-
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• Identifying UART ports and pinouts: After removing
the cover from the device, potential UART ports must
be identified. The pins might be explicitly labeled on the
motherboard or the four UART signals can be matched
to the pins. In order to identify the pins, the board can
be analyzed visually, or by using a multimeter or a logic
analyzer. Figure 1 shows part of the motherboard of the
TP-Link TD-W8951ND router where the UART pins are
visible.

• Connecting the UART pins to a computer: After having
identified the UART pins, the device has to be connected
to a computer. For this step, special hardware is needed
which can translate between USB and UART. These
devices are usually called USB-to-TTL or UART-to-USB
devices. An example is shown in Figure 2.

• Identifying the baud rate: In order to communicate with
the device, the correct baud rate has to be identified.This
can be done by trying the most common values manually.
Also, there are open source scripts available for this
purpose, such as baudrate.py3.

• Interacting with the device: Besides the baud rate, the
data frame configuration of the IoT device is also needed
for proper communication. That can be determined in
three ways: the vendor may have described it in the
product manual, it might have been posted on a forum on
the web, or it can be determined by trying the common
frame configurations exhaustively. Once everything has
been set, one can communicate with the device via UART
by using off-the-shelf programs such as: minicom4,
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To interact with a serial port, root privileges are required.
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After a successful connection, some devices may require
login credentials. Common username/password combinations
can be tried to gain access to the device nevertheless. In other
cases, UART connection to the device gives access to the boot-
loader, a command line interface (CLI) or a shell. However,
the received shell may be non-interactive, nevertheless, useful
information can be gathered about the device.

B. The SPI protocol

SPI (Serial Peripheral Interface) is a synchronous serial
communication bus protocol for short distance communica-
tion. SPI operates in a one-master-many-slaves setting, where
one master (usually the CPU) controls a Slave Select (SS) wire
for each slave. The master initiates communication with a slave
by pulling down its SS wire. Also, the master is responsible
for generating the clock signal. Like UART, SPI is also a full
duplex protocol. Even when one party has no output to send,
dummy data is sent on the affected line.

The communication takes place on four lines:

• Serial Clock (SCLK): The clock signal coming from the
master. The clock speed must not exceed the maximum
guaranteed clock speed of the selected slave.

• Master-Out-Slave-In (MOSI), sometimes Data In (DI):
Communication line for sending data from the master to
the selected slaves.

• Master-In-Slave-Out (MISO), sometimes Data Out (DO):
Communication line for sending data from the selected
slave to the master.

• Slave Select (SS): Signals to the slave that the master has
initiated communication with it.

From the hacker’s point of view, the SPI protocol is usually
used to dump the content of an EEPROM or a Flash Memory,
which typically implement the SPI protocol and store pro-
grams or persistent data.

Exploitation of SPI has similar steps to those of UART
exploitation: Firstly, the chip of interest has to be identified
and its pins must be matched to the lines described above.
Then, the chip has to be connected to a computer, which can
be done either with or without desoldering it. Communicating
with the chip without desoldering is made possible by special
clips such as the one shown in Figure 3. One challenge is
that communication with the chip requires it to be powered
up. Powering up the entire device is an option, but there can
be interference on the chip’s legs whenever the CPU tries
to communicate with it. If the data sheet specifies the exact
voltage level on which the chip should be used, the specified
power can be directly applied to the chip from a DC power
supply. If the legs are unreachable, then desoldering the chip
and soldering it to an SPI Flash or EEPROM adapter is the
only option left.

Communicating with the chip using the SPI protocol needs
an SPI-to-USB adapter or bridge, such as Bus Pirate9, a
multifunction tool capable of UART, SPI, I2C and JTAG com-
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• Identifying UART ports and pinouts: After removing
the cover from the device, potential UART ports must
be identified. The pins might be explicitly labeled on the
motherboard or the four UART signals can be matched
to the pins. In order to identify the pins, the board can
be analyzed visually, or by using a multimeter or a logic
analyzer. Figure 1 shows part of the motherboard of the
TP-Link TD-W8951ND router where the UART pins are
visible.

• Connecting the UART pins to a computer: After having
identified the UART pins, the device has to be connected
to a computer. For this step, special hardware is needed
which can translate between USB and UART. These
devices are usually called USB-to-TTL or UART-to-USB
devices. An example is shown in Figure 2.

• Identifying the baud rate: In order to communicate with
the device, the correct baud rate has to be identified.This
can be done by trying the most common values manually.
Also, there are open source scripts available for this
purpose, such as baudrate.py3.

• Interacting with the device: Besides the baud rate, the
data frame configuration of the IoT device is also needed
for proper communication. That can be determined in
three ways: the vendor may have described it in the
product manual, it might have been posted on a forum on
the web, or it can be determined by trying the common
frame configurations exhaustively. Once everything has
been set, one can communicate with the device via UART
by using off-the-shelf programs such as: minicom4,
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can be tried to gain access to the device nevertheless. In other
cases, UART connection to the device gives access to the boot-
loader, a command line interface (CLI) or a shell. However,
the received shell may be non-interactive, nevertheless, useful
information can be gathered about the device.

B. The SPI protocol

SPI (Serial Peripheral Interface) is a synchronous serial
communication bus protocol for short distance communica-
tion. SPI operates in a one-master-many-slaves setting, where
one master (usually the CPU) controls a Slave Select (SS) wire
for each slave. The master initiates communication with a slave
by pulling down its SS wire. Also, the master is responsible
for generating the clock signal. Like UART, SPI is also a full
duplex protocol. Even when one party has no output to send,
dummy data is sent on the affected line.

The communication takes place on four lines:

• Serial Clock (SCLK): The clock signal coming from the
master. The clock speed must not exceed the maximum
guaranteed clock speed of the selected slave.

• Master-Out-Slave-In (MOSI), sometimes Data In (DI):
Communication line for sending data from the master to
the selected slaves.

• Master-In-Slave-Out (MISO), sometimes Data Out (DO):
Communication line for sending data from the selected
slave to the master.

• Slave Select (SS): Signals to the slave that the master has
initiated communication with it.

From the hacker’s point of view, the SPI protocol is usually
used to dump the content of an EEPROM or a Flash Memory,
which typically implement the SPI protocol and store pro-
grams or persistent data.

Exploitation of SPI has similar steps to those of UART
exploitation: Firstly, the chip of interest has to be identified
and its pins must be matched to the lines described above.
Then, the chip has to be connected to a computer, which can
be done either with or without desoldering it. Communicating
with the chip without desoldering is made possible by special
clips such as the one shown in Figure 3. One challenge is
that communication with the chip requires it to be powered
up. Powering up the entire device is an option, but there can
be interference on the chip’s legs whenever the CPU tries
to communicate with it. If the data sheet specifies the exact
voltage level on which the chip should be used, the specified
power can be directly applied to the chip from a DC power
supply. If the legs are unreachable, then desoldering the chip
and soldering it to an SPI Flash or EEPROM adapter is the
only option left.

Communicating with the chip using the SPI protocol needs
an SPI-to-USB adapter or bridge, such as Bus Pirate9, a
multifunction tool capable of UART, SPI, I2C and JTAG com-
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Fig. 3. SPI test clip

Fig. 4. JTAG interface

munications. Special software is also needed on the connected
computer, such as SPIFlash10, or flashrom11.

C. The JTAG interface

JTAG (named after the Joint Test Action Group which
specified it) is an industry standard for verifying designs and
testing printed circuit boards after manufacture. Essentially,
JTAG specifies the use of a dedicated port that implements a
serial communications interface for accessing different signals
on the board without requiring direct access to the system
address and data buses.

JTAG has other higher level usage, namely debugging,
which makes it possible to set breakpoints, view register and
memory content, and dump the firmware. The beginning of the
workflow to exploit a device through JTAG is quite similar
to that of UART and SPI: identifying the JTAG pins (see
Figure 4 for an example), connecting the device to a computer
through JTAG and an adapter device like Bus Pirate mentioned
above, and interacting with the device. Interaction is handled
on the connected computer by an appropriate tool, such as
OpenOCD12.

OpenOCD uses special configuration files to communicate
with the devices. There are many build-in configuration files,
but new configurations can be created as well. However,
this requires special knowledge about the device, such as
its CPU architecture, endianness, TAP (Test Access Port)
controller configuration, clock speed, etc. After finding or
creating the configuration files, and connecting the device and
the computer, OpenOCD accepts telnet connections at port

10https://github.com/LowPowerLab/SPIFlash
11https://www.flashrom.org/Flashrom
12http://openocd.org

4444 and gdb connections at port 3333, which can be used
to interact with the device.

III. FIRMWARE EXTRACTION

The firmware is the low level code running on the IoT
device that handles access to its hardware components and
peripherals, and provides general services to higher level
programs, such as an application. In this paper, we consider
the operating system (if there is any) of the device as part of
its firmware, which is a quite common approach in the domain
of embedded systems.

The firmware usually consists of three main parts:
• Bootloader: A piece of low level code that initializes the

hardware and loads the main operating system. Basically,
it is the first program that is executed after switching a
device on or after a reset. The bootloader might execute
in two stages: in the first stage, only very basic code
runs which loads code for the second stage, loading the
operating system. This allows the second stage to be
updated, while the first stage remains static. Common
bootloaders used on embedded devices include Das U-
Boot13, MCU Boot14, RedBoot15, iBoot16, BareBox17,
Bootbase and CFE18. Bootloaders may have vulnerabili-
ties, which might be found by tools such as BootStomp19,
a bootloader bug finder for ARM architectures. Vulner-
abilities in a bootloader may be exploited by malware,
such as UbootKit [10], with the aim of loading a modified
operating system and applications, i.e., to compromise the
entire device.

• Operating system (OS): The operating system provides
an execution environment for applications. The OS kernel
is the core component of the operating system, which is
loaded and started by the bootloader. There is a wide
range of operating systems used in embedded devices,
ranging from more complex ones like Linux to less
complex ones like eCos. The most common operating
systems used by IoT devices are Linux20, VxWorks21,
eCos22, OpenWRT23, Junos OS24 and uCOS25. Like
the bootloader, the operating system might also contain
security holes, but finding these are not trivial either. We
discuss some of the approaches later in Section V.

• File system: The file system contains configuration files,
libraries, development environments, and application pro-
grams run by the device. Many IoT devices ship with web
servers on them, allowing for web based remote config-
uration of the device. Such applications are of particular

13https://www.denx.de/wiki/U-Boot
14https://github.com/runtimeco/mcuboot
15https://sourceware.org/redboot/
16https://www.theiphonewiki.com/wiki/IBoot_(Bootloader)
17https://www.barebox.org/
18https://en.wikipedia.org/wiki/Common_Firmware_Environment
19https://github.com/ucsb-seclab/BootStomp
20https://www.elinux.org/Main_Page
21https://www.windriver.com/products/vxworks/
22https://www.ecoscentric.com/ecos/index.shtml
23https://openwrt.org/
24https://www.juniper.net/us/en/products-services/nos/junos/
25https://www.micrium.com/rtos/
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• Identifying UART ports and pinouts: After removing
the cover from the device, potential UART ports must
be identified. The pins might be explicitly labeled on the
motherboard or the four UART signals can be matched
to the pins. In order to identify the pins, the board can
be analyzed visually, or by using a multimeter or a logic
analyzer. Figure 1 shows part of the motherboard of the
TP-Link TD-W8951ND router where the UART pins are
visible.

• Connecting the UART pins to a computer: After having
identified the UART pins, the device has to be connected
to a computer. For this step, special hardware is needed
which can translate between USB and UART. These
devices are usually called USB-to-TTL or UART-to-USB
devices. An example is shown in Figure 2.

• Identifying the baud rate: In order to communicate with
the device, the correct baud rate has to be identified.This
can be done by trying the most common values manually.
Also, there are open source scripts available for this
purpose, such as baudrate.py3.

• Interacting with the device: Besides the baud rate, the
data frame configuration of the IoT device is also needed
for proper communication. That can be determined in
three ways: the vendor may have described it in the
product manual, it might have been posted on a forum on
the web, or it can be determined by trying the common
frame configurations exhaustively. Once everything has
been set, one can communicate with the device via UART
by using off-the-shelf programs such as: minicom4,
screen5, dterm6, picocom7, or serialclient8.
To interact with a serial port, root privileges are required.

3https://github.com/devttys0/baudrate
4https://help.ubuntu.com/community/Minicom
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After a successful connection, some devices may require
login credentials. Common username/password combinations
can be tried to gain access to the device nevertheless. In other
cases, UART connection to the device gives access to the boot-
loader, a command line interface (CLI) or a shell. However,
the received shell may be non-interactive, nevertheless, useful
information can be gathered about the device.

B. The SPI protocol

SPI (Serial Peripheral Interface) is a synchronous serial
communication bus protocol for short distance communica-
tion. SPI operates in a one-master-many-slaves setting, where
one master (usually the CPU) controls a Slave Select (SS) wire
for each slave. The master initiates communication with a slave
by pulling down its SS wire. Also, the master is responsible
for generating the clock signal. Like UART, SPI is also a full
duplex protocol. Even when one party has no output to send,
dummy data is sent on the affected line.

The communication takes place on four lines:

• Serial Clock (SCLK): The clock signal coming from the
master. The clock speed must not exceed the maximum
guaranteed clock speed of the selected slave.

• Master-Out-Slave-In (MOSI), sometimes Data In (DI):
Communication line for sending data from the master to
the selected slaves.

• Master-In-Slave-Out (MISO), sometimes Data Out (DO):
Communication line for sending data from the selected
slave to the master.

• Slave Select (SS): Signals to the slave that the master has
initiated communication with it.

From the hacker’s point of view, the SPI protocol is usually
used to dump the content of an EEPROM or a Flash Memory,
which typically implement the SPI protocol and store pro-
grams or persistent data.

Exploitation of SPI has similar steps to those of UART
exploitation: Firstly, the chip of interest has to be identified
and its pins must be matched to the lines described above.
Then, the chip has to be connected to a computer, which can
be done either with or without desoldering it. Communicating
with the chip without desoldering is made possible by special
clips such as the one shown in Figure 3. One challenge is
that communication with the chip requires it to be powered
up. Powering up the entire device is an option, but there can
be interference on the chip’s legs whenever the CPU tries
to communicate with it. If the data sheet specifies the exact
voltage level on which the chip should be used, the specified
power can be directly applied to the chip from a DC power
supply. If the legs are unreachable, then desoldering the chip
and soldering it to an SPI Flash or EEPROM adapter is the
only option left.

Communicating with the chip using the SPI protocol needs
an SPI-to-USB adapter or bridge, such as Bus Pirate9, a
multifunction tool capable of UART, SPI, I2C and JTAG com-
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munications. Special software is also needed on the connected
computer, such as SPIFlash10, or flashrom11.

C. The JTAG interface

JTAG (named after the Joint Test Action Group which
specified it) is an industry standard for verifying designs and
testing printed circuit boards after manufacture. Essentially,
JTAG specifies the use of a dedicated port that implements a
serial communications interface for accessing different signals
on the board without requiring direct access to the system
address and data buses.

JTAG has other higher level usage, namely debugging,
which makes it possible to set breakpoints, view register and
memory content, and dump the firmware. The beginning of the
workflow to exploit a device through JTAG is quite similar
to that of UART and SPI: identifying the JTAG pins (see
Figure 4 for an example), connecting the device to a computer
through JTAG and an adapter device like Bus Pirate mentioned
above, and interacting with the device. Interaction is handled
on the connected computer by an appropriate tool, such as
OpenOCD12.

OpenOCD uses special configuration files to communicate
with the devices. There are many build-in configuration files,
but new configurations can be created as well. However,
this requires special knowledge about the device, such as
its CPU architecture, endianness, TAP (Test Access Port)
controller configuration, clock speed, etc. After finding or
creating the configuration files, and connecting the device and
the computer, OpenOCD accepts telnet connections at port
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4444 and gdb connections at port 3333, which can be used
to interact with the device.

III. FIRMWARE EXTRACTION

The firmware is the low level code running on the IoT
device that handles access to its hardware components and
peripherals, and provides general services to higher level
programs, such as an application. In this paper, we consider
the operating system (if there is any) of the device as part of
its firmware, which is a quite common approach in the domain
of embedded systems.

The firmware usually consists of three main parts:
• Bootloader: A piece of low level code that initializes the

hardware and loads the main operating system. Basically,
it is the first program that is executed after switching a
device on or after a reset. The bootloader might execute
in two stages: in the first stage, only very basic code
runs which loads code for the second stage, loading the
operating system. This allows the second stage to be
updated, while the first stage remains static. Common
bootloaders used on embedded devices include Das U-
Boot13, MCU Boot14, RedBoot15, iBoot16, BareBox17,
Bootbase and CFE18. Bootloaders may have vulnerabili-
ties, which might be found by tools such as BootStomp19,
a bootloader bug finder for ARM architectures. Vulner-
abilities in a bootloader may be exploited by malware,
such as UbootKit [10], with the aim of loading a modified
operating system and applications, i.e., to compromise the
entire device.

• Operating system (OS): The operating system provides
an execution environment for applications. The OS kernel
is the core component of the operating system, which is
loaded and started by the bootloader. There is a wide
range of operating systems used in embedded devices,
ranging from more complex ones like Linux to less
complex ones like eCos. The most common operating
systems used by IoT devices are Linux20, VxWorks21,
eCos22, OpenWRT23, Junos OS24 and uCOS25. Like
the bootloader, the operating system might also contain
security holes, but finding these are not trivial either. We
discuss some of the approaches later in Section V.

• File system: The file system contains configuration files,
libraries, development environments, and application pro-
grams run by the device. Many IoT devices ship with web
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which makes it possible to set breakpoints, view register and
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interest to hackers, because finding vulnerabilities in them
does not require special embedded systems background.
There are many different file systems for embedded
devices including SquashFS26, UBIFS27, YAFFS228, and
JFFS229.

A. Obtaining the Firmware

The firmware image of the IoT device can sometimes be
found on the vendor’s support page, although the image is
often only partial. The complete firmware contains the entire
file system, whereas a partial firmware image only contains
some part of it (typically updated binaries or configuration
files). However, even a partial firmware can reveal potential
security flaws in older devices, because it usually contains
updates that fix security holes. By comparing the updated files
with their old versions, the vulnerability fixed in the update
can be identified.

Even if the firmware image cannot be obtained from the ven-
dor’s support page, it may have already been made available
on the Internet by other parties. However, firmware images
obtained in this manner should be handled cautiously; they
might be modified or their version might be different from
the one on the device. The process is also time consuming,
but in case of success, the exact binary that is present on the
device can be obtained, potentially including the bootloader
and the OS kernel. If the firmware image cannot be found on
the Internet, it can be dumped from the device using the serial
communication protocols presented in Section II.

Some devices have over-the-air (OTA) firmware update
functionality, which can be initiated manually or automati-
cally. During the update, a new (partial) firmware image is
downloaded from the Internet, and hence, it can be captured
with sniffing or man-in-the-middle techniques.

Finally, the simplest IoT devices like smart plugs, smart
light bulbs, and smart locks usually come with mobile appli-
cation used to manage them. Often such a mobile application
contains a URL where the original firmware or firmware
update can be downloaded from, but which is not indexed
by search engines. Reverse engineering the mobile application
can provide the hacker with that URL.

B. Unpacking the firmware

The complete firmware image is usually packed into a single
compressed or archived file with the file system and the OS
kernel. The file also contains a license file or user manual and a
binary file. This binary file contains the firmware image, and is
sometimes encrypted. The files packed within the binary may
be further compressed or archived individually. In addition, the
file system component can be stored in a special format. All in
all, unpacking the firmware image usually requires to deal with
encryption, compression and archive formats, and file system
formats. The de facto standard tool used for unpacking is

26http://squashfs.sourceforge.net
27http://www.linux-mtd.infradead.org/doc/ubifs.html
28https://yaffs.net
29http://www.linux-mtd.infradead.org/doc/jffs2.html

called binwalk30, an advanced pattern matching tool capable
of analyzing and extracting the content of a firmware image
for a large number of different formats and encodings.

1) Dealing with encryption: Dealing with encryption is a
challenge. The encryption algorithm and the entire encryption
process might not be well-documented, and use proprietary
methods. Even if a standard encryption algorithm, such as
AES, is used, the keys are usually not readily available. The
keys may be stored in tamper resistant hardware on the device,
in which case, decrypting the firmware is near impossible.
However, if the keys are stored in regular persistent memory
which is not tamper resistant, then they can be extracted and
the firmware can be decrypted.

To figure out whether the firmware is encrypted or not,
entropy based analysis can be used, which is supported by
binwalk. For an encrypted image, the entropy is flat across
the entire binary and its value is close to 1. For a non-encrypted
image, the entropy is not flat, its value is usually lower than
1, and it contains fluctuations across the entire file (i.e., there
are sections with very low entropy values).

2) Dealing with compression: The different parts of the
firmware are usually compressed or archived. Compression
is used to save storage space, while archiving creates one
single file from several files and directories. Compression
and archives can be dealt with in almost the same way.
There are many compression methods and archive formats, but
binwalk can identify many of these methods and formats by
searching for their magic numbers in the binary.
binwalk can find out if the file is compressed or archived

even if the algorithm or format is unknown to the program,
however, it cannot extract the content. In this case, one can
try to find the decompression or extraction code in the non-
volatile memory of the device. This, however, is difficult and
requires deep technical skills.

3) Interpreting the file system: The file system becomes
available after identifying, extracting, and decrypting the
firmware image. It defines how files and directories are stored,
accessed, and retrieved. A file system is just a binary blob
in the firmware image, and its type can be identified based
on signatures, just like in case of compressions and archives,
but this method is typically more complex and less reliable
for file systems. Extracting the file system content requires
interpreting the structure, extracting the files, and placing them
in the host file system. binwalk can identify and unpack
many popular file systems, including those discussed at the
beginning of this section.

4) What if binwalk fails?: It might seem for the reader
that binwalk can unpack any firmware images. This is
indeed true for common Linux-based firmware images in most
of the cases. However, in case of special, proprietary firmware
formats, binwalk may fail, as such formats may not use
magic numbers or their extraction methods may be unknown
to binwalk. However, even in such cases, binwalk may
output useful information that can give clues regarding where
to look for special tools that might work.

30http://binwalk.org
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IV. BASIC FIRMWARE ANALYSIS

This section covers some basic analysis methods and tools,
which can be used mainly on the non-binary parts of the
firmware (e.g. text based config files and scripts in the file sys-
tem). Analyzing the binary content requires advanced methods
and tools, which we will discuss in details in Section V.

The main goal of basic firmware analysis is to find hard-
coded secrets (e.g., passwords or keys) contained in non-
binary files, such as configuration files, password files, and
scripts (e.g., shell, Python, JavaScript, and Perl scripts, or
alike). More specifically, the potentially collectable informa-
tion include hard-coded credentials (e.g., username/password),
private keys, encryption keys, API (Application Programming
Interface) keys, access tokens, authentication cookies, and
sensitive URLs or IP addresses. The file system may also store
in readable format configuration files, lightweight database
files, and password files that may contain useful informa-
tion. In addition, it is also possible to figure out from the
configuration files and scripts what services the device runs
(e.g., telnet, ssh, ftp, http). Sometimes, basic firmware
analysis may also include identifying common configuration
errors in configuration files and exploitable programming bugs
in scripts.

Useful tools for analyzing non-binary files include the
following:

• grep/egrep: the de facto pattern matching tool on Linux.
It can be used to search for strings like ’passwd’, ’pass-
word’, ’telnet’, ’ssh’, ’secret’, etc. within all files in the
file system.

• find: a tool that can find files by their attributes (content,
name, permissions, type) with regular expressions.

• firmwalker31: a bash script that searches through the
file systems for all the above mentioned keywords (pass-
words, keys, URLs, etc.) using grep and find, and
saves the result in a text file.

• firmflaws32: a standalone Django web server, which uses
other basic analysis tools to extract and analyze the
contents of a firmware file. It expects a single packed
firmware image as input, and it tries to extract its content
(with binwalk) and analyze it.

A. Example: Basic analysis of the firmware of the D-Link
DWR-932 WiFi router (version 4.00b05 Revision D)

For illustration purposes, we present here the result of our
basic analysis of the firmware of the D-Link DWR-932 WiFi
router.

We ran firmwalker on the firmware, which found nearly
1500 files. Some of those files contained interesting strings.
We excluded the standard Linux binaries, and the HTML and
JavaScript files, and manually analyzed the remaining files.

The file system contained the /etc/passwd, the
/etc/shadow and the /etc/group files, which hold
information about the users, their passwords, and the groups,
respectively, on the system. Checking these files revealed that
the default root password was empty:

31https://github.com/craigz28/firmwalker
32https://github.com/Ganapati/firmflaws

$ cat /etc/shadow
root::17121:0:99999:7:::
...

Furthermore, the /etc/securetty file, which lists the
terminals on which root is allowed to login, contained the
serial console ttyS0, the USB dongle terminal ttyUSB0,
and the standard consoles from tty1 to tty63.

The file /etc/miniupnpd/miniupnpd.conf con-
tains the default UPnP (Universal Plug and Play) configura-
tion. UPnP was enabled on port 8201, with secure mode off
and possible connections from any port and any host:

$ cat /etc/miniupnpd/miniupnpd.conf
...
port=8201
...
enable_upnp=yes
...
secure_mode=no
...
allow 0-65535 0.0.0.0/0 0-65535

We also found the possible WPA (WiFi Protected Access)
passphrase 1234567890 and the possible WPS (WiFi Protected
Setup) pin code 12345670 in multiple configuration files.

We identified that Dropbear (a lightweight SSH service)
was present in the firmware, however, its automatic start was
commented out:

$ cat /etc/init.d/dropbear
...
#start-stop-daemon -S \
# -x "$DAEMON" -- $KEY_ARGS \
# -p "$DROPBEAR_PORT" $DROPBEAR_EXTRA_ARGS

Dnsmasq 2.55 (a lightweight DNS and DHCP server) was
also present and started automatically. However, versions
lower than 2.78 have serious known vulnerabilities33, although
they can only be exploited when Dnsmasq is configured as a
DHCPv6 server, which was not the case on this router.

V. ADVANCED FIRMWARE ANALYSIS

In this section, we give an overview on some advanced
techniques used for uncovering vulnerabilities in firmware.
As the presented techniques can focus on either the firmware
image or the binary executables stored on the filesystem, we
will refer to the analyzed piece of code simply as binary code.

Traditionally, analysis techniques can be categorized as
either static or dynamic analysis techniques. Static techniques
interpret instructions of the binary code and perform analysis
in an abstract domain. These techniques scale well and can
handle large code bases which makes them particularly use-
ful for analyzing whole firmware images. Additionally, they
require no test bed or platform. Coupled with the previous
advantage, static analysis is a natural choice for performing
large-scale analysis of firmware images [11]. However, with-
out runtime information, such techniques often produce false
positives, e.g. report vulnerable segments of code which cannot
be executed in real life.

33https://github.com/google/security-research-pocs/tree/master/
vulnerabilities/dnsmasq
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interest to hackers, because finding vulnerabilities in them
does not require special embedded systems background.
There are many different file systems for embedded
devices including SquashFS26, UBIFS27, YAFFS228, and
JFFS229.

A. Obtaining the Firmware

The firmware image of the IoT device can sometimes be
found on the vendor’s support page, although the image is
often only partial. The complete firmware contains the entire
file system, whereas a partial firmware image only contains
some part of it (typically updated binaries or configuration
files). However, even a partial firmware can reveal potential
security flaws in older devices, because it usually contains
updates that fix security holes. By comparing the updated files
with their old versions, the vulnerability fixed in the update
can be identified.

Even if the firmware image cannot be obtained from the ven-
dor’s support page, it may have already been made available
on the Internet by other parties. However, firmware images
obtained in this manner should be handled cautiously; they
might be modified or their version might be different from
the one on the device. The process is also time consuming,
but in case of success, the exact binary that is present on the
device can be obtained, potentially including the bootloader
and the OS kernel. If the firmware image cannot be found on
the Internet, it can be dumped from the device using the serial
communication protocols presented in Section II.

Some devices have over-the-air (OTA) firmware update
functionality, which can be initiated manually or automati-
cally. During the update, a new (partial) firmware image is
downloaded from the Internet, and hence, it can be captured
with sniffing or man-in-the-middle techniques.

Finally, the simplest IoT devices like smart plugs, smart
light bulbs, and smart locks usually come with mobile appli-
cation used to manage them. Often such a mobile application
contains a URL where the original firmware or firmware
update can be downloaded from, but which is not indexed
by search engines. Reverse engineering the mobile application
can provide the hacker with that URL.

B. Unpacking the firmware

The complete firmware image is usually packed into a single
compressed or archived file with the file system and the OS
kernel. The file also contains a license file or user manual and a
binary file. This binary file contains the firmware image, and is
sometimes encrypted. The files packed within the binary may
be further compressed or archived individually. In addition, the
file system component can be stored in a special format. All in
all, unpacking the firmware image usually requires to deal with
encryption, compression and archive formats, and file system
formats. The de facto standard tool used for unpacking is

26http://squashfs.sourceforge.net
27http://www.linux-mtd.infradead.org/doc/ubifs.html
28https://yaffs.net
29http://www.linux-mtd.infradead.org/doc/jffs2.html

called binwalk30, an advanced pattern matching tool capable
of analyzing and extracting the content of a firmware image
for a large number of different formats and encodings.

1) Dealing with encryption: Dealing with encryption is a
challenge. The encryption algorithm and the entire encryption
process might not be well-documented, and use proprietary
methods. Even if a standard encryption algorithm, such as
AES, is used, the keys are usually not readily available. The
keys may be stored in tamper resistant hardware on the device,
in which case, decrypting the firmware is near impossible.
However, if the keys are stored in regular persistent memory
which is not tamper resistant, then they can be extracted and
the firmware can be decrypted.

To figure out whether the firmware is encrypted or not,
entropy based analysis can be used, which is supported by
binwalk. For an encrypted image, the entropy is flat across
the entire binary and its value is close to 1. For a non-encrypted
image, the entropy is not flat, its value is usually lower than
1, and it contains fluctuations across the entire file (i.e., there
are sections with very low entropy values).

2) Dealing with compression: The different parts of the
firmware are usually compressed or archived. Compression
is used to save storage space, while archiving creates one
single file from several files and directories. Compression
and archives can be dealt with in almost the same way.
There are many compression methods and archive formats, but
binwalk can identify many of these methods and formats by
searching for their magic numbers in the binary.
binwalk can find out if the file is compressed or archived

even if the algorithm or format is unknown to the program,
however, it cannot extract the content. In this case, one can
try to find the decompression or extraction code in the non-
volatile memory of the device. This, however, is difficult and
requires deep technical skills.

3) Interpreting the file system: The file system becomes
available after identifying, extracting, and decrypting the
firmware image. It defines how files and directories are stored,
accessed, and retrieved. A file system is just a binary blob
in the firmware image, and its type can be identified based
on signatures, just like in case of compressions and archives,
but this method is typically more complex and less reliable
for file systems. Extracting the file system content requires
interpreting the structure, extracting the files, and placing them
in the host file system. binwalk can identify and unpack
many popular file systems, including those discussed at the
beginning of this section.

4) What if binwalk fails?: It might seem for the reader
that binwalk can unpack any firmware images. This is
indeed true for common Linux-based firmware images in most
of the cases. However, in case of special, proprietary firmware
formats, binwalk may fail, as such formats may not use
magic numbers or their extraction methods may be unknown
to binwalk. However, even in such cases, binwalk may
output useful information that can give clues regarding where
to look for special tools that might work.

30http://binwalk.org
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On the other hand, dynamic techniques analyze code as it
runs on its intended platform. As a result, these techniques
have access to runtime information, which allows for more
precise results. However, dynamic techniques cannot provide
information on behavior which has not been observed. As a
result, these techniques are prone to false negatives, e.g. not all
vulnerabilities may be reported. Additionally, analysis requires
a test environment, which poses several challenges for IoT
devices.

The advantages and disadvantages of both categories are
complementary to each other and are often combined to
achieve better results. Static analysis techniques are usually
performed first, in order to focus dynamic analysis techniques
to potentially vulnerable parts of the analyzed piece of code. In
return, dynamic techniques can verify the results of static anal-
ysis and reduce false positives. As a result, the most advanced
analysis techniques in literature cannot be categorized as either
static or dynamic analysis, but instead inherit techniques from
both categories.

The remainder of this section is structured as follows. We
discuss the challenges of analyzing binary instructions in Sec-
tion V-A and those of test environments for dynamic analysis
techniques in Section V-B. Then, we discuss approaches to
quickly find potentially vulnerable components in Section V-C
and present three advanced analysis techniques: taint analysis
in Section V-D, fuzzing in Section V-E and symbolic execution
in Section V-F.

A. Challenges of analyzing binary instructions

In order to start analysis, the entry point of the binary has
to be determined. This is easy for applications in known file
formats (e.g. ELF for Linux-based systems), but challenging
for proprietary formats and the firmware image itself. [12]
overcame this challenge by analyzing jump tables in the image
and starting analysis from multiple potential addresses.

In addition, precise analysis requires context sensitivity, i.e.,
all call and return sites have to be recovered accurately. While
certain architectures have specific instructions for calling and
returning from functions, other architectures can achieve the
same semantics with indirect jumps. As an example, let us
consider the ARM platform, in which the program counter
(pc) is a general purpose register and the return address is
stored in the link register (lr). The following (non-exhaustive)
list of instructions all result in returns from functions:

; Push-pop pair
push lr
pop pc

; Unconditional jump
bx lr ; Used in functions where

; lr is not stored on the stack

; Direct program counter manipulation
mov pc, lr

; Bitwise operations
orr r15, r14, r14 ; pc (r15) = lr (r14)

; bitwise-OR lr (r14)

While dynamic analysis tools have runtime information
available and can accurately compute the call and return
addresses, static analysis techniques are hampered in such
scenarios. Additionally, there are proprietary architectures in
the IoT ecosystem with unknown calling conventions, which
makes streamlining tools a challenge [13].

The IoT ecosystem is a heterogeneous ecosystem with many
architectures, platforms and firmware. This setting presents
several challenges for interpreting binary code and performing
static analysis. Firstly, compiler optimization heavily affects
the resulting binary code and as a result, the same source code
can be compiled into syntactically different, but semantically
equivalent binary instructions. Secondly, the different archi-
tectures and calling conventions present in the IoT ecosystem
make it hard to detect that two sets of instructions compute
the same semantic result. Thirdly, depending of the toolchain
used to compile a piece of code, the resulting binaries may
differ as well.

To overcome these challenges and provide platform indep-
dence, static analysis techniques are typically not performed
on the binary instructions but rather on an intermediate rep-
resentation (IR). The instructions of an IR are often at a
higher level than the binary instructions, however, they still
lack the same semantic information found in source code.
Popular intermediate representations include VEX of valgrind
[14], TCG of QEMU [15] and the LLVM bitcode [16].

B. Setting up a test environment

Dynamic analysis techniques require an analysis environ-
ment in which the analyzed code can be run. If analysis has
access to the underlying hardware or device, those could be
used as the environment. However, most platforms do not
ship with the tools required to turn the device into a test
bed. As a result, significant engineering work is required
before analysis can take place. If analysis has no access to the
underlying hardware, there are multiple approaches to emulate
the platform or certain parts.

Hardware emulation emulates all hardware elements of
the underlying platform, including all its peripherals and
interrupt handling system. This approach works well for
well-understood platforms (e.g. QEMU [15]). However, the
platform may be customized without accessible documentation
which makes adapting existing emulators near infeasible.
Vendors may develop accurate system emulators as part of the
development lifecycle to enable firmware developers to work
parallel to hardware developers. However, such emulators are
usually unavailable to the public and often lack support for
code instrumentation necessary for many security analysis
techniques.

Even if the hardware is unavailable, the kernel could still be
recovered from the firmware image. Emulating the recovered
kernel can give more accurate analysis results. However, the
kernel may be customized to the platform, hampering generic
emulators. [17] overcame this limitation by leveraging the real
device to handle I/O operations, signals and interrupts.

If the kernel cannot be recovered, the file system can still be
booted with a generic kernel [18], assuming that the original



IoT Hacking – A Primer
INFOCOMMUNICATIONS JOURNAL

JUNE 2019 • VOLUME XI • NUMBER 2 9

INFOCOMMUNICATIONS JOURNAL, VOL. ??, NO. ??, ??? 2019 8

kernel is based on a generic, available kernel. Applications on
the device can be analyzed, but analysis will not yield precise
results if they rely on a customized kernel.

If analysis concerns only a single binary application from
the file system and the kernel is not customized, then a generic
environment can be emulated for the analyzed application,
constraining its access to objects present on the original file
system. In case of Linux-based IoT platforms, this approach
relies on the Linux kernel’s ability to call an interpreter to
execute an ELF (Executable and Linkable Format) executable
for a foreign architecture.

C. Finding potentially vulnerable components

Many vendors in the IoT ecosystem reuse open source
components, e.g. the Linux kernel for firmware images, which
are customized during the development process [19]. Security
vulnerabilities in final products may come from the original
code, as was the case with the Heartbleed vulnerability34, or
introduced to the product during development. Either way, the
IoT ecosystem is left with potentially tens of thousands devices
with similar vulnerabilities. Significant effort has been put
into finding similar components based on known vulnerable
functions. The main challenge in this area is the sheer number
of devices and firmware images to cover.

In order to perform efficient searches, similarity metrics
and bug patterns are required. Similarity metrics often include
structural features [20], [21], [22], [23] such as the number
of instructions, string and numeric constants or the structure
of the control flow graph (CFG). However, such metrics face
challenges when vulnerable components must be matched
in a cross-platform manner. As discussed before, different
platforms and toolchains can produce vastly different binary
code, even if the original source code is the same.

To handle the heterogeneity of the ecosystem, similarity
metrics capturing semantic information are required. Existing
approaches include checking input-output pairs computed over
higher-level representations, e.g. blocks of IR instructions [24]
and conditional formulas [25]. Recently, machine learning
algorithms have also been leveraged in order to quickly find
code similar to a known vulnerable component [26], [27], [28].

D. Taint analysis

Taint analysis is a technique to detect vulnerabilities re-
sulting from improper data sanitization, i.e. data derived from
untrusted input is used in a security sensitive operation. The
starting points of the analysis are called sources and denote
program points where untrusted, user-controlled data can enter
the analyzed piece of code, e.g. by reading environmental
variables or reading from the standard input. The end points of
the analysis are called sinks and denote security sensitive op-
erations which can be utilized by attackers to carry out attacks,
e.g. jump instructions for circumventing intended control flow.
During analysis, the untrustworthiness of data is signaled by
tainting it and then propagating the taint throughout the code

34https://www.wired.com/2014/04/heartbleed-embedded/ Last visited:
04.02.2019

Fig. 5. Main Components of Fuzzing Tools

according to a taint propagation policy. Vulnerabilities are
detected, if a sink performs operations on tainted data. Note,
however, that program integrity may have been violated before
detection. Taint analysis has been successfully used to identify
security-related crashes [29], [30] and recognizing protocol
parser code in firmware images [31].

The technique can be performed in either static or dynamic
ways. Static taint analysis [32] considers all possible execution
paths starting from sources to sinks but faces the challenge
of accurately identifying and analyzing data flows. Challenges
arise from indirect memory accesses, indirect calls and pointer
aliasing, when the same memory chunck is pointed to by
different names. However, if the device cannot be emulated
accurately, taint analysis can only be performed in a static
manner.

Dynamic taint analysis [33], on the other hand, analyzes a
single execution path and as a result, is able to handle scenarios
challenging for static variants. However, certain challenges still
remain. Undertainting is the error arising from the improper
handling of certain information flows. Since taint analysis
inherently deals with data paths, adding data dependencies to
the taint propagation policy is obvious. However, information
flow may occur through control dependencies as well, which
cannot be computed in pure dynamic analysis as it requires
considering multiple execution paths.

Overtainting (also known as taint spread), on the other
hand, is the error of marking values tainted when they are
derived from a taint source. For example, the ARM instruction
eor r0,r1,r1 computes the bitwise exclusive OR on r1
and itself and then stores the result in r0. No matter the value
of r1, the result will always be 0. However, if the value of r1
is tainted and the taint propagation policy does not exclude the
example scenario, analysis will incorrectly consider the result
tainted as well.

E. Fuzzing

The main idea behind fuzzing [34] is to supply randomly
generated input values to the analyzed piece of code and then
observe how it reacts. Since the input value is random, there is
a high chance that it does not conform with the specification
and will trigger anomalies in the code [35], [36], [37].

Figure 5 shows the high-level overview of the main compo-
nents of fuzzing tools. The generator is tasked with generating
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On the other hand, dynamic techniques analyze code as it
runs on its intended platform. As a result, these techniques
have access to runtime information, which allows for more
precise results. However, dynamic techniques cannot provide
information on behavior which has not been observed. As a
result, these techniques are prone to false negatives, e.g. not all
vulnerabilities may be reported. Additionally, analysis requires
a test environment, which poses several challenges for IoT
devices.

The advantages and disadvantages of both categories are
complementary to each other and are often combined to
achieve better results. Static analysis techniques are usually
performed first, in order to focus dynamic analysis techniques
to potentially vulnerable parts of the analyzed piece of code. In
return, dynamic techniques can verify the results of static anal-
ysis and reduce false positives. As a result, the most advanced
analysis techniques in literature cannot be categorized as either
static or dynamic analysis, but instead inherit techniques from
both categories.

The remainder of this section is structured as follows. We
discuss the challenges of analyzing binary instructions in Sec-
tion V-A and those of test environments for dynamic analysis
techniques in Section V-B. Then, we discuss approaches to
quickly find potentially vulnerable components in Section V-C
and present three advanced analysis techniques: taint analysis
in Section V-D, fuzzing in Section V-E and symbolic execution
in Section V-F.

A. Challenges of analyzing binary instructions

In order to start analysis, the entry point of the binary has
to be determined. This is easy for applications in known file
formats (e.g. ELF for Linux-based systems), but challenging
for proprietary formats and the firmware image itself. [12]
overcame this challenge by analyzing jump tables in the image
and starting analysis from multiple potential addresses.

In addition, precise analysis requires context sensitivity, i.e.,
all call and return sites have to be recovered accurately. While
certain architectures have specific instructions for calling and
returning from functions, other architectures can achieve the
same semantics with indirect jumps. As an example, let us
consider the ARM platform, in which the program counter
(pc) is a general purpose register and the return address is
stored in the link register (lr). The following (non-exhaustive)
list of instructions all result in returns from functions:

; Push-pop pair
push lr
pop pc

; Unconditional jump
bx lr ; Used in functions where

; lr is not stored on the stack

; Direct program counter manipulation
mov pc, lr

; Bitwise operations
orr r15, r14, r14 ; pc (r15) = lr (r14)

; bitwise-OR lr (r14)

While dynamic analysis tools have runtime information
available and can accurately compute the call and return
addresses, static analysis techniques are hampered in such
scenarios. Additionally, there are proprietary architectures in
the IoT ecosystem with unknown calling conventions, which
makes streamlining tools a challenge [13].

The IoT ecosystem is a heterogeneous ecosystem with many
architectures, platforms and firmware. This setting presents
several challenges for interpreting binary code and performing
static analysis. Firstly, compiler optimization heavily affects
the resulting binary code and as a result, the same source code
can be compiled into syntactically different, but semantically
equivalent binary instructions. Secondly, the different archi-
tectures and calling conventions present in the IoT ecosystem
make it hard to detect that two sets of instructions compute
the same semantic result. Thirdly, depending of the toolchain
used to compile a piece of code, the resulting binaries may
differ as well.

To overcome these challenges and provide platform indep-
dence, static analysis techniques are typically not performed
on the binary instructions but rather on an intermediate rep-
resentation (IR). The instructions of an IR are often at a
higher level than the binary instructions, however, they still
lack the same semantic information found in source code.
Popular intermediate representations include VEX of valgrind
[14], TCG of QEMU [15] and the LLVM bitcode [16].

B. Setting up a test environment

Dynamic analysis techniques require an analysis environ-
ment in which the analyzed code can be run. If analysis has
access to the underlying hardware or device, those could be
used as the environment. However, most platforms do not
ship with the tools required to turn the device into a test
bed. As a result, significant engineering work is required
before analysis can take place. If analysis has no access to the
underlying hardware, there are multiple approaches to emulate
the platform or certain parts.

Hardware emulation emulates all hardware elements of
the underlying platform, including all its peripherals and
interrupt handling system. This approach works well for
well-understood platforms (e.g. QEMU [15]). However, the
platform may be customized without accessible documentation
which makes adapting existing emulators near infeasible.
Vendors may develop accurate system emulators as part of the
development lifecycle to enable firmware developers to work
parallel to hardware developers. However, such emulators are
usually unavailable to the public and often lack support for
code instrumentation necessary for many security analysis
techniques.

Even if the hardware is unavailable, the kernel could still be
recovered from the firmware image. Emulating the recovered
kernel can give more accurate analysis results. However, the
kernel may be customized to the platform, hampering generic
emulators. [17] overcame this limitation by leveraging the real
device to handle I/O operations, signals and interrupts.

If the kernel cannot be recovered, the file system can still be
booted with a generic kernel [18], assuming that the original
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kernel is based on a generic, available kernel. Applications on
the device can be analyzed, but analysis will not yield precise
results if they rely on a customized kernel.

If analysis concerns only a single binary application from
the file system and the kernel is not customized, then a generic
environment can be emulated for the analyzed application,
constraining its access to objects present on the original file
system. In case of Linux-based IoT platforms, this approach
relies on the Linux kernel’s ability to call an interpreter to
execute an ELF (Executable and Linkable Format) executable
for a foreign architecture.

C. Finding potentially vulnerable components

Many vendors in the IoT ecosystem reuse open source
components, e.g. the Linux kernel for firmware images, which
are customized during the development process [19]. Security
vulnerabilities in final products may come from the original
code, as was the case with the Heartbleed vulnerability34, or
introduced to the product during development. Either way, the
IoT ecosystem is left with potentially tens of thousands devices
with similar vulnerabilities. Significant effort has been put
into finding similar components based on known vulnerable
functions. The main challenge in this area is the sheer number
of devices and firmware images to cover.

In order to perform efficient searches, similarity metrics
and bug patterns are required. Similarity metrics often include
structural features [20], [21], [22], [23] such as the number
of instructions, string and numeric constants or the structure
of the control flow graph (CFG). However, such metrics face
challenges when vulnerable components must be matched
in a cross-platform manner. As discussed before, different
platforms and toolchains can produce vastly different binary
code, even if the original source code is the same.

To handle the heterogeneity of the ecosystem, similarity
metrics capturing semantic information are required. Existing
approaches include checking input-output pairs computed over
higher-level representations, e.g. blocks of IR instructions [24]
and conditional formulas [25]. Recently, machine learning
algorithms have also been leveraged in order to quickly find
code similar to a known vulnerable component [26], [27], [28].

D. Taint analysis

Taint analysis is a technique to detect vulnerabilities re-
sulting from improper data sanitization, i.e. data derived from
untrusted input is used in a security sensitive operation. The
starting points of the analysis are called sources and denote
program points where untrusted, user-controlled data can enter
the analyzed piece of code, e.g. by reading environmental
variables or reading from the standard input. The end points of
the analysis are called sinks and denote security sensitive op-
erations which can be utilized by attackers to carry out attacks,
e.g. jump instructions for circumventing intended control flow.
During analysis, the untrustworthiness of data is signaled by
tainting it and then propagating the taint throughout the code

34https://www.wired.com/2014/04/heartbleed-embedded/ Last visited:
04.02.2019

Fig. 5. Main Components of Fuzzing Tools

according to a taint propagation policy. Vulnerabilities are
detected, if a sink performs operations on tainted data. Note,
however, that program integrity may have been violated before
detection. Taint analysis has been successfully used to identify
security-related crashes [29], [30] and recognizing protocol
parser code in firmware images [31].

The technique can be performed in either static or dynamic
ways. Static taint analysis [32] considers all possible execution
paths starting from sources to sinks but faces the challenge
of accurately identifying and analyzing data flows. Challenges
arise from indirect memory accesses, indirect calls and pointer
aliasing, when the same memory chunck is pointed to by
different names. However, if the device cannot be emulated
accurately, taint analysis can only be performed in a static
manner.

Dynamic taint analysis [33], on the other hand, analyzes a
single execution path and as a result, is able to handle scenarios
challenging for static variants. However, certain challenges still
remain. Undertainting is the error arising from the improper
handling of certain information flows. Since taint analysis
inherently deals with data paths, adding data dependencies to
the taint propagation policy is obvious. However, information
flow may occur through control dependencies as well, which
cannot be computed in pure dynamic analysis as it requires
considering multiple execution paths.

Overtainting (also known as taint spread), on the other
hand, is the error of marking values tainted when they are
derived from a taint source. For example, the ARM instruction
eor r0,r1,r1 computes the bitwise exclusive OR on r1
and itself and then stores the result in r0. No matter the value
of r1, the result will always be 0. However, if the value of r1
is tainted and the taint propagation policy does not exclude the
example scenario, analysis will incorrectly consider the result
tainted as well.

E. Fuzzing

The main idea behind fuzzing [34] is to supply randomly
generated input values to the analyzed piece of code and then
observe how it reacts. Since the input value is random, there is
a high chance that it does not conform with the specification
and will trigger anomalies in the code [35], [36], [37].

Figure 5 shows the high-level overview of the main compo-
nents of fuzzing tools. The generator is tasked with generating
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kernel is based on a generic, available kernel. Applications on
the device can be analyzed, but analysis will not yield precise
results if they rely on a customized kernel.

If analysis concerns only a single binary application from
the file system and the kernel is not customized, then a generic
environment can be emulated for the analyzed application,
constraining its access to objects present on the original file
system. In case of Linux-based IoT platforms, this approach
relies on the Linux kernel’s ability to call an interpreter to
execute an ELF (Executable and Linkable Format) executable
for a foreign architecture.

C. Finding potentially vulnerable components

Many vendors in the IoT ecosystem reuse open source
components, e.g. the Linux kernel for firmware images, which
are customized during the development process [19]. Security
vulnerabilities in final products may come from the original
code, as was the case with the Heartbleed vulnerability34, or
introduced to the product during development. Either way, the
IoT ecosystem is left with potentially tens of thousands devices
with similar vulnerabilities. Significant effort has been put
into finding similar components based on known vulnerable
functions. The main challenge in this area is the sheer number
of devices and firmware images to cover.

In order to perform efficient searches, similarity metrics
and bug patterns are required. Similarity metrics often include
structural features [20], [21], [22], [23] such as the number
of instructions, string and numeric constants or the structure
of the control flow graph (CFG). However, such metrics face
challenges when vulnerable components must be matched
in a cross-platform manner. As discussed before, different
platforms and toolchains can produce vastly different binary
code, even if the original source code is the same.

To handle the heterogeneity of the ecosystem, similarity
metrics capturing semantic information are required. Existing
approaches include checking input-output pairs computed over
higher-level representations, e.g. blocks of IR instructions [24]
and conditional formulas [25]. Recently, machine learning
algorithms have also been leveraged in order to quickly find
code similar to a known vulnerable component [26], [27], [28].

D. Taint analysis

Taint analysis is a technique to detect vulnerabilities re-
sulting from improper data sanitization, i.e. data derived from
untrusted input is used in a security sensitive operation. The
starting points of the analysis are called sources and denote
program points where untrusted, user-controlled data can enter
the analyzed piece of code, e.g. by reading environmental
variables or reading from the standard input. The end points of
the analysis are called sinks and denote security sensitive op-
erations which can be utilized by attackers to carry out attacks,
e.g. jump instructions for circumventing intended control flow.
During analysis, the untrustworthiness of data is signaled by
tainting it and then propagating the taint throughout the code

34https://www.wired.com/2014/04/heartbleed-embedded/ Last visited:
04.02.2019
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according to a taint propagation policy. Vulnerabilities are
detected, if a sink performs operations on tainted data. Note,
however, that program integrity may have been violated before
detection. Taint analysis has been successfully used to identify
security-related crashes [29], [30] and recognizing protocol
parser code in firmware images [31].

The technique can be performed in either static or dynamic
ways. Static taint analysis [32] considers all possible execution
paths starting from sources to sinks but faces the challenge
of accurately identifying and analyzing data flows. Challenges
arise from indirect memory accesses, indirect calls and pointer
aliasing, when the same memory chunck is pointed to by
different names. However, if the device cannot be emulated
accurately, taint analysis can only be performed in a static
manner.

Dynamic taint analysis [33], on the other hand, analyzes a
single execution path and as a result, is able to handle scenarios
challenging for static variants. However, certain challenges still
remain. Undertainting is the error arising from the improper
handling of certain information flows. Since taint analysis
inherently deals with data paths, adding data dependencies to
the taint propagation policy is obvious. However, information
flow may occur through control dependencies as well, which
cannot be computed in pure dynamic analysis as it requires
considering multiple execution paths.

Overtainting (also known as taint spread), on the other
hand, is the error of marking values tainted when they are
derived from a taint source. For example, the ARM instruction
eor r0,r1,r1 computes the bitwise exclusive OR on r1
and itself and then stores the result in r0. No matter the value
of r1, the result will always be 0. However, if the value of r1
is tainted and the taint propagation policy does not exclude the
example scenario, analysis will incorrectly consider the result
tainted as well.

E. Fuzzing

The main idea behind fuzzing [34] is to supply randomly
generated input values to the analyzed piece of code and then
observe how it reacts. Since the input value is random, there is
a high chance that it does not conform with the specification
and will trigger anomalies in the code [35], [36], [37].

Figure 5 shows the high-level overview of the main compo-
nents of fuzzing tools. The generator is tasked with generating
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kernel is based on a generic, available kernel. Applications on
the device can be analyzed, but analysis will not yield precise
results if they rely on a customized kernel.

If analysis concerns only a single binary application from
the file system and the kernel is not customized, then a generic
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system. In case of Linux-based IoT platforms, this approach
relies on the Linux kernel’s ability to call an interpreter to
execute an ELF (Executable and Linkable Format) executable
for a foreign architecture.

C. Finding potentially vulnerable components

Many vendors in the IoT ecosystem reuse open source
components, e.g. the Linux kernel for firmware images, which
are customized during the development process [19]. Security
vulnerabilities in final products may come from the original
code, as was the case with the Heartbleed vulnerability34, or
introduced to the product during development. Either way, the
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structural features [20], [21], [22], [23] such as the number
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of the control flow graph (CFG). However, such metrics face
challenges when vulnerable components must be matched
in a cross-platform manner. As discussed before, different
platforms and toolchains can produce vastly different binary
code, even if the original source code is the same.

To handle the heterogeneity of the ecosystem, similarity
metrics capturing semantic information are required. Existing
approaches include checking input-output pairs computed over
higher-level representations, e.g. blocks of IR instructions [24]
and conditional formulas [25]. Recently, machine learning
algorithms have also been leveraged in order to quickly find
code similar to a known vulnerable component [26], [27], [28].

D. Taint analysis

Taint analysis is a technique to detect vulnerabilities re-
sulting from improper data sanitization, i.e. data derived from
untrusted input is used in a security sensitive operation. The
starting points of the analysis are called sources and denote
program points where untrusted, user-controlled data can enter
the analyzed piece of code, e.g. by reading environmental
variables or reading from the standard input. The end points of
the analysis are called sinks and denote security sensitive op-
erations which can be utilized by attackers to carry out attacks,
e.g. jump instructions for circumventing intended control flow.
During analysis, the untrustworthiness of data is signaled by
tainting it and then propagating the taint throughout the code

34https://www.wired.com/2014/04/heartbleed-embedded/ Last visited:
04.02.2019
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according to a taint propagation policy. Vulnerabilities are
detected, if a sink performs operations on tainted data. Note,
however, that program integrity may have been violated before
detection. Taint analysis has been successfully used to identify
security-related crashes [29], [30] and recognizing protocol
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The technique can be performed in either static or dynamic
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challenging for static variants. However, certain challenges still
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inherently deals with data paths, adding data dependencies to
the taint propagation policy is obvious. However, information
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considering multiple execution paths.

Overtainting (also known as taint spread), on the other
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derived from a taint source. For example, the ARM instruction
eor r0,r1,r1 computes the bitwise exclusive OR on r1
and itself and then stores the result in r0. No matter the value
of r1, the result will always be 0. However, if the value of r1
is tainted and the taint propagation policy does not exclude the
example scenario, analysis will incorrectly consider the result
tainted as well.

E. Fuzzing

The main idea behind fuzzing [34] is to supply randomly
generated input values to the analyzed piece of code and then
observe how it reacts. Since the input value is random, there is
a high chance that it does not conform with the specification
and will trigger anomalies in the code [35], [36], [37].

Figure 5 shows the high-level overview of the main compo-
nents of fuzzing tools. The generator is tasked with generating
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the random inputs used during analysis. There are three main
types of strategies for input generation:

• Mutation-based strategy: Inputs are generated as a
mutation of valid initial inputs. Initial inputs have to be
specified at the beginning of the fuzzing process. This
strategy is easy to set up even without a priori knowledge
about the analyzed code, but has a low chance to pass
validation checks.

• Generation-based strategy: Requires knowledge of pro-
gram input, usually in the form of a configuration file.
Generated random inputs confirm with the configuration
file and are able to pass validation checks in programs,
reaching deeper code.

• Evolutionary strategy: A feedback loop is used to
supply the generator with information regarding execution
behavior as well as results of other program analysis tech-
niques. This allows for more fine-grained input generation
and can greatly increase code coverage.

State-of-the-art fuzzing tools, like VUzzer [38], afl [39], or
PULSAR [40], usually deploy evolutionary strategies.

The delivery mechanism receives the generated random
inputs and supplies it to the analyzed binary. Depending on
the input, different types of delivery mechanisms are needed,
e.g. messages received over the network have to be delivered
to the analyzed binary in a way that is different from the user
behavior-based inputs on the embedded web server’s graphical
interface.

The monitoring system plays a crucial role in observing the
output of the analyzed binary and detecting faulty behavior.
In case of IoT devices, implementing a monitoring system
is especially challenging because many traditional signals of
faulty behavior are not present on these devices. What is
more, the effects of memory corruption are often less visible
because the analyzed piece of code may become unresponsive
or produce late crashes [41]. There are two main approaches to
implementing the monitoring system. Active probing requires
special inputs to the code to check liveness. This approach was
demonstrated in [42], where heartbeat messages were sent to
the analyzed device over UDP. Passive probing, on the other
hand, retrieves information about the execution state without
alteration.

Fuzzing IoT devices presents unique challenges. In tradi-
tional IT settings, many instances of the same software can be
started and fuzzed in parallel. For embedded devices, a large
number of the same physical device is needed as many of them
do not have the necessary memory and computational power,
resulting in increased costs. Emulating the device could be a
solution, however, there could be infrastructural limits to the
number of devices that can be emulated in parallel. What is
more, after a bug is triggered in the device, a clean state has
to be restored, which often means a full reboot, slowing the
process down.

Additionally, many tools require source code instrumenta-
tion to implement the feedback loop or the monitoring system.
In the IoT ecosystem, the source code is often not available.
Even when it is, a comprehensive toolchain would be required
to recompile it into binary code. As a solution, dynamic binary
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instrumentation was proposed and is implemented in many
tools, e.g. valgrind [14], Pin [43] or DynamoRIO [44].

F. Symbolic execution

Symbolic execution is an emerging technique for finding
vulnerabilities in IoT firmware images and applications [45].
This technique uses special symbols, symbolic variables, as
values instead of concrete values to explore execution paths.
Throughout this section, we demonstrate symbolic execution
through the example ARM instructions in Figure 6. The
code snippet calls getpid() and executes the instruction
at 0x10508 only if the process ID is less than 200.

The first step of the analysis is the introduction of symbolic
variables. Initially, symbolic variables are unconstrained repre-
senting the fact that a certain register or memory location may
contain anything. In our example, consider the return value of
getpid() an unconstrained symbolic variable.

The potential values of symbolic variables are refined at in-
struction which results in a control flow transitions. If multiple
addresses can be followed, execution splits into multiple in-
stances (forks). Each instance follows a potential control flow
transition and places constraints upon the symbolic variables.
The constraints represent the fact that the actual value held in
the register or memory location had to satisfy the condition
encoded into the branch. In our example, two execution paths
are possible. On Path A, the constraint added to the path
condition tells that the symbolic variable held in r0 has to
be less than 200. On Path B, the added constraint is for the
symbolic variable to be greater or equal to 200. The constraints
collected on an execution path are collectively referred to as
the path condition. Note, that the path condition is taken into
consideration at forks as previously added constraints may
limit the available execution paths.

When an execution path terminates, the path condition can
be solved by a Satisfiability Modulo Theory solver to acquire
concrete values for the symbolic variables. The concrete values
can then be used as test cases: assuming deterministic code,
real-life execution of the analyzed piece of code will follow the
same execution path as symbolic analysis did. In our example,
for Path A, the solver could return any number below 200, e.g.
100. For Path B, it will return a value greater or equal to 200,
e.g. 200. These concrete values can then be used to construct
concrete test cases for both paths, maximizing code coverage
automatically.
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The concepts of symbolic analysis present multiple chal-
lenges for its real-life applications. As the subject has been
discussed in multiple surveys [33], [46], we only give short
descriptions of certain challenges as they are encountered
during binary analysis.

Firstly, as analysis spawns two instances at each branch,
the number of execution paths available for analysis grows
exponentially, presenting serious scalability issues. There are
many program constructs frequently used which result in expo-
nential growth in the number of paths: symbolic loop guards,
symbolic indices, etc. For binary code, symbolic offsets in
memory and symbolic jump addresses can further complicate
analysis. There two existing approaches to mitigate the issue:

• Mixed concrete and symbolic execution: The analyzed
code is segmented into two parts: interesting instructions
are analyzed over the symbolic domain, while uninterest-
ing instructions are analyzed as if they were executed
by the CPU. Segmentation can be determined by the
tool: before an instruction is analyzed, the engine can
check whether any of the operands is symbolic. If there
is such an operand, the instruction is analyzed over
the symbolic domain, otherwise it is analyzed over the
concrete domain. However, given the complexity of some
firmware images, the search space still remains too large
for the mixed approach. In such cases, program slices can
be computed over the firmware image to limit the scope
of the analysis [12].

• Path selection: Unless the number of symbolic variables
is kept at a minimum, the symbolic domain of the mixed
approach may still remain too large to cover. As tools can-
not hope to explore all execution paths, certain execution
paths must be prioritized or abandoned according to some
criterion. There have been numerous proposed criteria
[47] for different application domains, but no universally
effective method has been proposed yet.

Secondly, symbolic analysis engines have to model the
execution environment of the analyzed code. In case of binary
code, the engine has to posses knowledge about the potential
registers a given platform can use, it has to model the memory
and it must also be able to model the side effects certain
instructions have (e.g. by setting flags) as well as interrupts
[47] and hardware interactions [48]. In order to achieve
platform independence, tools can leverage the intermediate
representations discussed in Section V-A.

Finally, symbolic execution can only reason about code it
analyzes, it cannot reason about unseen code. This challenge
arises when specific binary applications are analyzed separated
from the firmware image’s filesystem and/or kernel and it is
known as the environment problem. Unseen code (e.g. library
functions, system calls) can have significant side effects on
the analyzed program, which must be taken into consideration
for precise analysis. One widely used solution is to create
summary functions for such code to model its side effects.
Several symbolic analysis tools (e.g. KLEE [49], EXE [50],
angr [51]) implement this approach.

VI. CONCLUSION

In this paper, we gave a basic introduction into hacking IoT
devices. We first introduced some details on the interfaces and
the protocols at the hardware level that can be useful in a pen-
etration testing context, and we explained how these interfaces
can be identified in the device and how the protocols can be
used for interacting with the device. Next, we summarized the
methods and tools for extracting the firmware of the device and
unpacking it for further analysis. We also gave an overview
on some basic firmware analysis methods and tools that can
be used to find hard-coded passwords and keys, to identify
erroneous configuration settings, and to find simple bugs in
scripts. Finally, we dealt with some more advanced analysis
methods that can be used to discover vulnerabilities in the
binary programs that belong to the firmware. Binary program
analysis is still an active area of research, so we surveyed the
most relevant scientific publications in the domain, including
papers on static and dynamic analysis of binaries, taint analysis
techniques, fuzzing, and symbolic execution of programs.

We deliberately restricted ourselves to hardware hacking
and the analysis of the device’s firmware, as vulnerabilities
in the firmware can lead to full adversarial control over the
device. We note, however, that penetration testing can be
extended to the wireless interfaces of and protocols used by
the device, to the applications running on the device, including
web servers and remote access tools, to the mobile application
that may be provided to remotely configure and control the
device, and to the cloud end-points that the device may connect
and send data to.

Ethical hacking of IoT devices is fun and useful at the
same time. However, it is a relatively new area of research
that still needs to mature. We expect that similarly to the
best practice guides and standards for penetration testing
of networks and web based applications, best practices and
standards for IoT hacking will emerge and evolve in the near
future. In particular, standards for security testing industrial
IoT systems as well as autonomous and connected vehicles
are needed in order to integrate the security testing activity
into the development life cycle of those systems, and hence, to
increase trust in them. In the home IoT area, best practices for
security testing can encourage vendors to pay more attention
to security, and ultimately, raise the bar for attackers to a level
that is acceptable by home users.
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the random inputs used during analysis. There are three main
types of strategies for input generation:

• Mutation-based strategy: Inputs are generated as a
mutation of valid initial inputs. Initial inputs have to be
specified at the beginning of the fuzzing process. This
strategy is easy to set up even without a priori knowledge
about the analyzed code, but has a low chance to pass
validation checks.

• Generation-based strategy: Requires knowledge of pro-
gram input, usually in the form of a configuration file.
Generated random inputs confirm with the configuration
file and are able to pass validation checks in programs,
reaching deeper code.

• Evolutionary strategy: A feedback loop is used to
supply the generator with information regarding execution
behavior as well as results of other program analysis tech-
niques. This allows for more fine-grained input generation
and can greatly increase code coverage.

State-of-the-art fuzzing tools, like VUzzer [38], afl [39], or
PULSAR [40], usually deploy evolutionary strategies.

The delivery mechanism receives the generated random
inputs and supplies it to the analyzed binary. Depending on
the input, different types of delivery mechanisms are needed,
e.g. messages received over the network have to be delivered
to the analyzed binary in a way that is different from the user
behavior-based inputs on the embedded web server’s graphical
interface.

The monitoring system plays a crucial role in observing the
output of the analyzed binary and detecting faulty behavior.
In case of IoT devices, implementing a monitoring system
is especially challenging because many traditional signals of
faulty behavior are not present on these devices. What is
more, the effects of memory corruption are often less visible
because the analyzed piece of code may become unresponsive
or produce late crashes [41]. There are two main approaches to
implementing the monitoring system. Active probing requires
special inputs to the code to check liveness. This approach was
demonstrated in [42], where heartbeat messages were sent to
the analyzed device over UDP. Passive probing, on the other
hand, retrieves information about the execution state without
alteration.

Fuzzing IoT devices presents unique challenges. In tradi-
tional IT settings, many instances of the same software can be
started and fuzzed in parallel. For embedded devices, a large
number of the same physical device is needed as many of them
do not have the necessary memory and computational power,
resulting in increased costs. Emulating the device could be a
solution, however, there could be infrastructural limits to the
number of devices that can be emulated in parallel. What is
more, after a bug is triggered in the device, a clean state has
to be restored, which often means a full reboot, slowing the
process down.

Additionally, many tools require source code instrumenta-
tion to implement the feedback loop or the monitoring system.
In the IoT ecosystem, the source code is often not available.
Even when it is, a comprehensive toolchain would be required
to recompile it into binary code. As a solution, dynamic binary
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instrumentation was proposed and is implemented in many
tools, e.g. valgrind [14], Pin [43] or DynamoRIO [44].

F. Symbolic execution

Symbolic execution is an emerging technique for finding
vulnerabilities in IoT firmware images and applications [45].
This technique uses special symbols, symbolic variables, as
values instead of concrete values to explore execution paths.
Throughout this section, we demonstrate symbolic execution
through the example ARM instructions in Figure 6. The
code snippet calls getpid() and executes the instruction
at 0x10508 only if the process ID is less than 200.

The first step of the analysis is the introduction of symbolic
variables. Initially, symbolic variables are unconstrained repre-
senting the fact that a certain register or memory location may
contain anything. In our example, consider the return value of
getpid() an unconstrained symbolic variable.

The potential values of symbolic variables are refined at in-
struction which results in a control flow transitions. If multiple
addresses can be followed, execution splits into multiple in-
stances (forks). Each instance follows a potential control flow
transition and places constraints upon the symbolic variables.
The constraints represent the fact that the actual value held in
the register or memory location had to satisfy the condition
encoded into the branch. In our example, two execution paths
are possible. On Path A, the constraint added to the path
condition tells that the symbolic variable held in r0 has to
be less than 200. On Path B, the added constraint is for the
symbolic variable to be greater or equal to 200. The constraints
collected on an execution path are collectively referred to as
the path condition. Note, that the path condition is taken into
consideration at forks as previously added constraints may
limit the available execution paths.

When an execution path terminates, the path condition can
be solved by a Satisfiability Modulo Theory solver to acquire
concrete values for the symbolic variables. The concrete values
can then be used as test cases: assuming deterministic code,
real-life execution of the analyzed piece of code will follow the
same execution path as symbolic analysis did. In our example,
for Path A, the solver could return any number below 200, e.g.
100. For Path B, it will return a value greater or equal to 200,
e.g. 200. These concrete values can then be used to construct
concrete test cases for both paths, maximizing code coverage
automatically.
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Abstract—Quantum key distribution (QKD) protocols repre-
sent an important practical application of quantum information
theory. QKD schemes enable legal parties to establish uncon-
ditionally secret communication by exploiting the fundamental
attributes of quantum mechanics. Here we present an overview
of QKD protocols. We review the principles of QKD systems, the
implementation basis, and the application of QKD protocols in
the standard Internet and the quantum Internet.

Index Terms—Quantum key distribution, quantum cryptogra-
phy, security, networking.

I. INTRODUCTION

Security and cryptography are crucial aspects of our ev-
eryday network communications. Since traditional networking
methods are vulnerable to a variety of attacks, classical data
encryption cannot provide unconditional security for legal
parties [1]. QKD protocols [2]–[29] enable legal parties to
share secret keys with unconditional security. In contrast to tra-
ditional cryptographic methods that rely on the computational
complexity of mathematical functions, the security of QKD
is based on physical laws. Whereas traditional cryptography
is vulnerable to computational power [30], QKD systems
are resistant against unlimited computational power. QKD
can protect our security when quantum computers [31]–[36]
become available.

The No-Cloning Theorem [37] is a consequence of the fun-
damentals of quantum mechanics, stating that it is impossible
to make a perfect copy of a quantum system. In a QKD setting,
it enables the parties to detect any eavesdropping activity, since
the presence of an eavesdropper adds noise to the quantum
transmission. The secret key between the sender (Alice) and
receiver (Bob) is established over a quantum channel [29],
which can be realized by an optical fiber [1], [6]–[22] or by
a free-space optical channel [23]–[25], [38], [39].

QKD protocols can be classified into several different
classes depending on the applied modulation, the encoding
and decoding attributes, and the physical implementation of
the quantum channel. Here we review QKD systems and the
main attributes of the recent implementations.

This paper is organized as follows. In Section II, the
fundamental principles of QKD protocols are discussed. In
Section III, the implementation basis is studied. In Section IV,
an outlook on quantum Internet scenarios is presented. Finally,
Section V concludes the paper.
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II. QUANTUM KEY DISTRIBUTION

The first QKD protocols that were introduced were based
on discrete variables (DV), such as photon polarization. These
QKD protocols are termed DVQKD systems [1]–[8], [10]–
[21]. The first DVQKD protocol that was introduced was
the so-called BB84 protocol [2], which used single-photon
polarization for the encoding. In the BB84 protocol, the
classical random bits are encoded in single-photon polarization
photons (qubits) with four random polarization states. The
four polarization states belong to two bases: the rectilinear
basis and the diagonal basis. In the encoding and decoding
phases, these bases are randomly selected to prepare and to
measure the photons. After the quantum-level transmission is
closed, the parties use a classical authenticated channel (public
channel) to compare the bases. In a phase called the basis
agreement phase, the parties delete those bits from the key that
have different bases. After this step, additional calculations
and error-correcting operations are performed on the classical
bit string to reduce the possibility that valuable information is
leaked to an eavesdropper. This step is the distillation phase.
The result of this phase is an absolute secure key between
Alice and Bob. A simplified version of the BB84 protocol is
the B92 protocol [40], which uses only two polarization states
instead of four.

In an entanglement-based QKD protocol, entangled photon
pairs are shared between Alice and Bob to generate a secret
key [3]. The effectiveness of this protocol can be improved
by the application of hyper-entangled states [41] (photon
pairs that are entangled simultaneously in multiple degrees
of freedom), which can increase the eavesdropping detection
probability. QKD protocols motivated the development of
other quantum cryptographic protocols in which the primary
aim is not the establishment of a secret key, such as quantum
dense coding [42], quantum teleportation [43]–[46], quantum
secret sharing [47], [48], or quantum-secured blockchain [49].

Since the polarization of single photons cannot be en-
coded and decoded efficiently because of the technological
limitations of current physical devices, continuous-variable
(CV) QKD systems were proposed [22], [50]–[63]. In a
CVQKD system, the information is encoded in continuous
variables (i.e., photon packets) by a Gaussian modulation
utilizing the position or momentum quadratures of coherent
quantum states. In comparison with DVQKD, the modulation
and decoding of continuous variables does not require special-
ized devices and can be implemented efficiently by standard
telecommunication networks and devices that are currently
available and in widespread use. As a convenient consequence,
CVQKD systems can be integrated into the currently es-
tablished telecommunication networks by using the present
optical fiber networks and optical devices. CVQKD protocols
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can be further classified into one-way and two-way systems.
In a one-way CVQKD system, Alice transmits her continuous
variables to Bob over a quantum channel [29], [62], [63]. In
a two-way system, Bob starts the communication, Alice adds
her internal secret to the received message, and this is then
sent back to Bob (e.g., one mode of the coupled beam that is
outputted by a beam splitter is transmitted back to Bob). Two-
way CVQKD systems were introduced for practical reasons
to overcome the limitations of one-way CVQKD systems,
such as low key rates and short communication distances [52].
Two-way CVQKD protocols exploit the benefits of multiple
uses of the quantum channel and can leak only less valuable
information to the eavesdropper.

The two-field (TF) QKD system [17] is a novel QKD
scheme that uses a continuous-wave (CW) laser. In a TF-QKD
system, pairs of phase-randomized optical fields are generated
at two distant locations, which are then combined at a central
measuring station. The fields that convey the same random
phase can be used to establish a secret key.

We note that there are several other types of QKD protocols
that are not detailed in our paper (such as coherent one-way
(COW) QKD [64], differential phase-shift (DPS) QKD [65],
six-state QKD [66], and decoy-state QKD systems [7], [67]).

A. Discrete Variable Quantum Key Distribution

1) Modulation: In a DVQKD system, the quantum signal
source is a single-photon source (e.g., attenuated laser pulses
with telecom wavelengths). In the modulation phase, Alice
draws a uniform random bit string that constitutes her raw
data, and she then encodes the bits of the raw data into
single-polarization photons with four (in BB84 [2]) random
polarization states that represent the qubits. In the BB84,
these polarization states are {→, ↑,↗,↖}, i.e., the horizontal,
vertical, diagonal right, and diagonal left states that encode
the logical bits {0, 1} in the Br = {→, ↑} rectilinear and in
the Bd = {↗,↖} diagonal basis, respectively. The qubits are
therefore modulated via a B random basis selection procedure.

2) Eavesdropping: The activity of an eavesdropper (Eve)
results in detectable noise in the quantum channel, since Eve
has no knowledge about the basis of Alice’s qubit. As a
corollary, for some qubits she will use the same basis as
Alice, while for others a different basis is used, which results
in detectable noise. The resulting noise of Eve’s activity is
analogous to a binary symmetric channel (BSC), which allows
the use of the well-known channel-coding and error-correction
tools in the post-processing phase.

3) Measurement: In a DVQKD system, the single-
polarization photons are measured in the Bd basis or in the
Br basis in a B′ random basis selection procedure at the
receiver. In BB84, Bob randomly uses a rectilinear or diagonal
basis, and the result of the measurement is a logical bit. These
measurement results comprise Bob’s raw data. Since Bob has
no knowledge about the correct basis for the measurement
of a given photon, several bits from his raw data will be
uncorrelated with Alice’s raw data. These bits are deleted from
the raw data in the basis agreement phase, which uses the
classical public channel.

4) Key Distillation: Key-distillation is a post-processing
step that is separated from the transmission of quantum states.
It aims to derive the secret key from the correlated raw data at
the parties. The logical layer-based post-processing consists of
two main phases: error correction and privacy amplification.
The aim of the post-processing is to extract as much valuable
information from the correlated raw data as possible and to
generate an error-free key between Alice and Bob. The privacy
amplification operates on the shared, error-corrected common
secret to extract the final key between the parties, and the aim
of this phase is to reduce to zero the possible knowledge of
an eavesdropper from the elements of the key. The raw data
shared over the quantum channel is noisy, and this must be
corrected to distill the final secret key. Since a large number
of raw data bits must be shared between the parties, the
complexity of the post-processing phase is a critical point in
QKD protocols.

B. Continuous Variable Quantum Key Distribution

1) Modulation: A Gaussian modulation is a robust and
easily applicable solution in a practical CVQKD scenario [62],
[63]. In particular, Alice draws a random Gaussian vector
(Alice’s raw data) and encodes the position and momentum
quadratures based on it. The quantum signal source is a multi-
photon source (e.g., a laser source with telecom wavelengths).
In the standard CVQKD coding scenario, Alice modulates
and separately transmits a CV coherent quantum state in the
phase space. This standard modulation scheme is referred to as
single-carrier modulation throughout the paper, consistent with
its traditional meaning. In a multicarrier CVQKD [38], [68]–
[73], the information is granulated into subcarrier continuous
variables in the encoding phase, which are then decoded by
a continuous unitary transformation. The aim of multicarrier
CVQKD is to improve the secret key rates and the achievable
distances.

2) Eavesdropping: For any CVQKD protocol, the optimal
attack results in Gaussian noise; therefore, the physical link
is modeled as an additive white Gaussian noise (AWGN)
channel (Gaussian channel). More precisely, the Gaussian
noise of the quantum channel models the eavesdropper’s
optimal entangling-cloner attack, and the channel is referred
to as a Gaussian quantum channel. CVQKD schemes use
continuous-variable Gaussian modulation, which has been
proven to provide optimal key rates against collective attacks at
finite-size block lengths, in addition to maximizing the mutual
information between Alice and Bob [22], [74]. The security of
CVQKD has also been proven against collective attacks in the
asymptotic regime with infinite block sizes [62], [63], [75] and
against arbitrary attacks in the finite-size regime [62], [63],
[76]. Compared with a DVQKD system, a CVQKD system
requires several additional physical parameters (transmittance,
variance, shot noise, excess noise, the variance of Eve’s
quantum state, etc.) for the proper description of a Gaussian
quantum channel. The performance of the protocol is strongly
determined by the excess noise of the quantum channel and
the transmittance parameter of the physical link.
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Abstract—Quantum key distribution (QKD) protocols repre-
sent an important practical application of quantum information
theory. QKD schemes enable legal parties to establish uncon-
ditionally secret communication by exploiting the fundamental
attributes of quantum mechanics. Here we present an overview
of QKD protocols. We review the principles of QKD systems, the
implementation basis, and the application of QKD protocols in
the standard Internet and the quantum Internet.

Index Terms—Quantum key distribution, quantum cryptogra-
phy, security, networking.

I. INTRODUCTION

Security and cryptography are crucial aspects of our ev-
eryday network communications. Since traditional networking
methods are vulnerable to a variety of attacks, classical data
encryption cannot provide unconditional security for legal
parties [1]. QKD protocols [2]–[29] enable legal parties to
share secret keys with unconditional security. In contrast to tra-
ditional cryptographic methods that rely on the computational
complexity of mathematical functions, the security of QKD
is based on physical laws. Whereas traditional cryptography
is vulnerable to computational power [30], QKD systems
are resistant against unlimited computational power. QKD
can protect our security when quantum computers [31]–[36]
become available.

The No-Cloning Theorem [37] is a consequence of the fun-
damentals of quantum mechanics, stating that it is impossible
to make a perfect copy of a quantum system. In a QKD setting,
it enables the parties to detect any eavesdropping activity, since
the presence of an eavesdropper adds noise to the quantum
transmission. The secret key between the sender (Alice) and
receiver (Bob) is established over a quantum channel [29],
which can be realized by an optical fiber [1], [6]–[22] or by
a free-space optical channel [23]–[25], [38], [39].

QKD protocols can be classified into several different
classes depending on the applied modulation, the encoding
and decoding attributes, and the physical implementation of
the quantum channel. Here we review QKD systems and the
main attributes of the recent implementations.

This paper is organized as follows. In Section II, the
fundamental principles of QKD protocols are discussed. In
Section III, the implementation basis is studied. In Section IV,
an outlook on quantum Internet scenarios is presented. Finally,
Section V concludes the paper.
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II. QUANTUM KEY DISTRIBUTION

The first QKD protocols that were introduced were based
on discrete variables (DV), such as photon polarization. These
QKD protocols are termed DVQKD systems [1]–[8], [10]–
[21]. The first DVQKD protocol that was introduced was
the so-called BB84 protocol [2], which used single-photon
polarization for the encoding. In the BB84 protocol, the
classical random bits are encoded in single-photon polarization
photons (qubits) with four random polarization states. The
four polarization states belong to two bases: the rectilinear
basis and the diagonal basis. In the encoding and decoding
phases, these bases are randomly selected to prepare and to
measure the photons. After the quantum-level transmission is
closed, the parties use a classical authenticated channel (public
channel) to compare the bases. In a phase called the basis
agreement phase, the parties delete those bits from the key that
have different bases. After this step, additional calculations
and error-correcting operations are performed on the classical
bit string to reduce the possibility that valuable information is
leaked to an eavesdropper. This step is the distillation phase.
The result of this phase is an absolute secure key between
Alice and Bob. A simplified version of the BB84 protocol is
the B92 protocol [40], which uses only two polarization states
instead of four.

In an entanglement-based QKD protocol, entangled photon
pairs are shared between Alice and Bob to generate a secret
key [3]. The effectiveness of this protocol can be improved
by the application of hyper-entangled states [41] (photon
pairs that are entangled simultaneously in multiple degrees
of freedom), which can increase the eavesdropping detection
probability. QKD protocols motivated the development of
other quantum cryptographic protocols in which the primary
aim is not the establishment of a secret key, such as quantum
dense coding [42], quantum teleportation [43]–[46], quantum
secret sharing [47], [48], or quantum-secured blockchain [49].

Since the polarization of single photons cannot be en-
coded and decoded efficiently because of the technological
limitations of current physical devices, continuous-variable
(CV) QKD systems were proposed [22], [50]–[63]. In a
CVQKD system, the information is encoded in continuous
variables (i.e., photon packets) by a Gaussian modulation
utilizing the position or momentum quadratures of coherent
quantum states. In comparison with DVQKD, the modulation
and decoding of continuous variables does not require special-
ized devices and can be implemented efficiently by standard
telecommunication networks and devices that are currently
available and in widespread use. As a convenient consequence,
CVQKD systems can be integrated into the currently es-
tablished telecommunication networks by using the present
optical fiber networks and optical devices. CVQKD protocols
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can be further classified into one-way and two-way systems.
In a one-way CVQKD system, Alice transmits her continuous
variables to Bob over a quantum channel [29], [62], [63]. In
a two-way system, Bob starts the communication, Alice adds
her internal secret to the received message, and this is then
sent back to Bob (e.g., one mode of the coupled beam that is
outputted by a beam splitter is transmitted back to Bob). Two-
way CVQKD systems were introduced for practical reasons
to overcome the limitations of one-way CVQKD systems,
such as low key rates and short communication distances [52].
Two-way CVQKD protocols exploit the benefits of multiple
uses of the quantum channel and can leak only less valuable
information to the eavesdropper.

The two-field (TF) QKD system [17] is a novel QKD
scheme that uses a continuous-wave (CW) laser. In a TF-QKD
system, pairs of phase-randomized optical fields are generated
at two distant locations, which are then combined at a central
measuring station. The fields that convey the same random
phase can be used to establish a secret key.

We note that there are several other types of QKD protocols
that are not detailed in our paper (such as coherent one-way
(COW) QKD [64], differential phase-shift (DPS) QKD [65],
six-state QKD [66], and decoy-state QKD systems [7], [67]).

A. Discrete Variable Quantum Key Distribution

1) Modulation: In a DVQKD system, the quantum signal
source is a single-photon source (e.g., attenuated laser pulses
with telecom wavelengths). In the modulation phase, Alice
draws a uniform random bit string that constitutes her raw
data, and she then encodes the bits of the raw data into
single-polarization photons with four (in BB84 [2]) random
polarization states that represent the qubits. In the BB84,
these polarization states are {→, ↑,↗,↖}, i.e., the horizontal,
vertical, diagonal right, and diagonal left states that encode
the logical bits {0, 1} in the Br = {→, ↑} rectilinear and in
the Bd = {↗,↖} diagonal basis, respectively. The qubits are
therefore modulated via a B random basis selection procedure.

2) Eavesdropping: The activity of an eavesdropper (Eve)
results in detectable noise in the quantum channel, since Eve
has no knowledge about the basis of Alice’s qubit. As a
corollary, for some qubits she will use the same basis as
Alice, while for others a different basis is used, which results
in detectable noise. The resulting noise of Eve’s activity is
analogous to a binary symmetric channel (BSC), which allows
the use of the well-known channel-coding and error-correction
tools in the post-processing phase.

3) Measurement: In a DVQKD system, the single-
polarization photons are measured in the Bd basis or in the
Br basis in a B′ random basis selection procedure at the
receiver. In BB84, Bob randomly uses a rectilinear or diagonal
basis, and the result of the measurement is a logical bit. These
measurement results comprise Bob’s raw data. Since Bob has
no knowledge about the correct basis for the measurement
of a given photon, several bits from his raw data will be
uncorrelated with Alice’s raw data. These bits are deleted from
the raw data in the basis agreement phase, which uses the
classical public channel.

4) Key Distillation: Key-distillation is a post-processing
step that is separated from the transmission of quantum states.
It aims to derive the secret key from the correlated raw data at
the parties. The logical layer-based post-processing consists of
two main phases: error correction and privacy amplification.
The aim of the post-processing is to extract as much valuable
information from the correlated raw data as possible and to
generate an error-free key between Alice and Bob. The privacy
amplification operates on the shared, error-corrected common
secret to extract the final key between the parties, and the aim
of this phase is to reduce to zero the possible knowledge of
an eavesdropper from the elements of the key. The raw data
shared over the quantum channel is noisy, and this must be
corrected to distill the final secret key. Since a large number
of raw data bits must be shared between the parties, the
complexity of the post-processing phase is a critical point in
QKD protocols.

B. Continuous Variable Quantum Key Distribution

1) Modulation: A Gaussian modulation is a robust and
easily applicable solution in a practical CVQKD scenario [62],
[63]. In particular, Alice draws a random Gaussian vector
(Alice’s raw data) and encodes the position and momentum
quadratures based on it. The quantum signal source is a multi-
photon source (e.g., a laser source with telecom wavelengths).
In the standard CVQKD coding scenario, Alice modulates
and separately transmits a CV coherent quantum state in the
phase space. This standard modulation scheme is referred to as
single-carrier modulation throughout the paper, consistent with
its traditional meaning. In a multicarrier CVQKD [38], [68]–
[73], the information is granulated into subcarrier continuous
variables in the encoding phase, which are then decoded by
a continuous unitary transformation. The aim of multicarrier
CVQKD is to improve the secret key rates and the achievable
distances.

2) Eavesdropping: For any CVQKD protocol, the optimal
attack results in Gaussian noise; therefore, the physical link
is modeled as an additive white Gaussian noise (AWGN)
channel (Gaussian channel). More precisely, the Gaussian
noise of the quantum channel models the eavesdropper’s
optimal entangling-cloner attack, and the channel is referred
to as a Gaussian quantum channel. CVQKD schemes use
continuous-variable Gaussian modulation, which has been
proven to provide optimal key rates against collective attacks at
finite-size block lengths, in addition to maximizing the mutual
information between Alice and Bob [22], [74]. The security of
CVQKD has also been proven against collective attacks in the
asymptotic regime with infinite block sizes [62], [63], [75] and
against arbitrary attacks in the finite-size regime [62], [63],
[76]. Compared with a DVQKD system, a CVQKD system
requires several additional physical parameters (transmittance,
variance, shot noise, excess noise, the variance of Eve’s
quantum state, etc.) for the proper description of a Gaussian
quantum channel. The performance of the protocol is strongly
determined by the excess noise of the quantum channel and
the transmittance parameter of the physical link.
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3) Measurement: The measurement phase is a crucial part
of CVQKD protocols. Depending on the measured quadrature
types, it can be classified as homodyne or heterodyne measure-
ment [62], [63]. In a homodyne measurement Mhom, only one
quadrature, the position or the momentum quadrature xj of a
j-th coherent state, is measured. In a heterodyne measurement
Mhet, both the position and momentum quadratures are mea-
sured. Each quadrature measurement results in a unit in the
raw data. Bob’s resulting raw data are in the form of a noisy
Gaussian vector with additive Gaussian noise. The raw data
themselves do not comprise a secret key; they consist only
of the results of the random quadrature measurements. The
secret key is a uniformly distributed long binary string, which
will be combined with the raw data elements in the stage of
logical layer manipulations. The post-processing phase uses
a classical-authenticated communication channel and classical
error-correction algorithms.

4) Reconciliation: The reconciliation process of correlated
Gaussian variables is a complex problem that requires either
tomography in the physical layer, which is intractable in
a practical scenario, or high-cost calculations in the multi-
dimensional spherical space with strict dimensional limita-
tions. In the reconciliation phase, only uniform distributions
can be transmitted over the classical channel; otherwise,
the information-theoretic security of the protocol cannot be
proven [62], [63]. The raw data follow a Gaussian random
distribution because the data arise from a Gaussian random
source; however, by applying some trivial operations on the
raw data units, the desired uniform distribution can be reached,
and the reconciliation can be performed with unconditional
security [77]. In the reconciliation phase, a physical-logical
channel conversion is made, and the aim is to get a logical
channel (reconciliation channel) that is close to a binary
Gaussian channel. At low signal-to-noise ratios (SNRs), the
capacities of the Gaussian quantum channel and the binary
Gaussian channel are close, and the reconciliation channel is
analogous to a binary Gaussian channel. The efficiency of
the channel conversion procedure can be described by the
relevant parameters of the resulting logical binary channel
(such as its variance and capacity). This conversion efficiency
determines the efficiency of the reconciliation process, i.e., the
performance of the protocol.

In Fig. 1, the DVQKD and CVQKD settings are compared.
The modulation phase in the DVQKD setting assumes four
polarization states of the BB84.

III. QKD IMPLEMENTATIONS

A. QKD over Optical Fiber
The optical fiber infrastructure provides a base ground for

the experimental realization of both DVQKD and CVQKD
protocols. The currently established optical fiber infrastructure
with wavelength division multiplexing (WDM) technique rep-
resents an adequate solution for the practical implementation
of QKD [8]. A general architecture of a QKD-integrated
optical network consists of four layers: a physical layer with
the optical fiber architecture (e.g., an optical layer), a QKD
layer, a control layer (which can be implemented by software-
defined networking, or SDN, to efficiently manage the entire

network [6]), and an application layer. In the layer model,
the users’ service requests are generated in the application
layer. Then, the control layer determines a path in the physical
network and performs a handshake with the relevant quantum
devices and optical nodes through the path. In an abstract
manner, the optical layer integrates optical nodes connected by
optical fibers, while the QKD layer consists of quantum nodes
with quantum channels and public channels between them. The
optical layer and the QKD layer share the fiber bandwidth
resources with WDM technique [6], [8]. On the problem
of wavelength allocation and channel isolation for QKD-
integrated optical networks, we refer to [13]. For the model
of SDN-controlled optical networks with time-shared QKD,
see [15]. On the problem of efficient secret-key allocation in
QKD implementations, we suggest [16]. In [20], a method
for the implementation of quantum and classical signals over
the same optical fiber in QKD networks has been proposed. In
[21], the concept of a virtual optical network (VON) is defined
for the purpose of efficient energy utilization and security
enhancements in practical optical fiber settings.

B. Free-Space Optical QKD

The fundamental characteristics of optical fiber-based QKD
(i.e., channel loss of fibers, propagation losses) limit the
achievable point-to-point distances to a few hundred kilome-
ters. The achievable distances in terrestrial free-space-based
QKD are also limited because of the exponentially decreasing
photon rate with increasing distance. Satellite-based QKD rep-
resents a way to overcome these drawbacks and to establish a
global-scale QKD network [23]–[25], [38]. The satellite-based
solutions exploit the negligible photon loss and decoherence
in the empty outer space. In [39], a satellite-to-ground QKD
system with an achievable distance of over 1,200 kilometers
has been demonstrated. The proposed model integrated a low-
Earth-orbit satellite with decoy-state QKD. The reported key
rate of the protocol was above 1 kbps. The results also enable
us to realize high-efficiency long-distance QKD in a global-
scale setting.

Relevant attributes of some recent QKD implementations
are summarized in Table I.

C. QKD in the Traditional Internet

The secret key generated by a QKD system is a random
key that can also serve as a one-time pad (OTP) [78], which
theoretically provides unconditional security [79]. However, in
theory, in an OTP system, the secret-key size must be at least
as long as the data size to be encrypted, and novel random keys
are required for novel data. It is trivially not implementable
in practical scenarios because of the long execution times and
large storage requirements. These issues are resolved by the
integration of QKD into efficient traditional data encryption
algorithms (AES, IPSec, TLS, etc.) [12], [80]. In these inte-
grated, hybrid QKD-traditional encryption systems, the QKD
structure provides a practical and significantly shorter key
(in comparison with an OTP key) to an efficient encryption
method that periodically requires a novel key from the QKD
backbone structure [6].
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Fig. 1. Comparison of the sender (Alice) and receiver (Bob) model in a DVQKD and a CVQKD setting. (a) DVQKD setting. Alice draws uniform random
raw data, which encode her random bits. She modulates all the bits of her raw data into single-polarization photons (qubits). The rectilinear and diagonal
polarization states are selected randomly in the B basis selection procedure for the encoding. The qubits are sent through the quantum channel (depicted by
the yellow line), where the presence of Eve adds noise to the transmission. Bob measures each qubit in a random basis via the B′ basis selection procedure.
The results of the measurements are classical bits, which form the noisy raw data. The final key is extracted from the correlated raw data of the parties using
the classical public channel (depicted by the green line). (b) CVQKD setting. Alice draws Gaussian random raw data with Gaussian variables. Using her raw
data, she modulates the CV quantum states via a Gaussian modulation. The CV quantum states are sent through a quantum channel, where the presence of the
eavesdropper adds white Gaussian noise to the transmission. Bob measures the CV states via the M measurement procedure using homodyne or heterodyne
measurement. The measurements yield noisy Gaussian raw data. In the post-processing phase, a U secret key (a classical uniform random vector) is drawn at
Alice, which will be combined with her raw data. The combined result is transmitted to Bob over the classical channel. Bob applies some local calculations
and reconciliation steps to extract the noise-free U secret key on his side.

TABLE I
ATTRIBUTES OF RECENT QKD IMPLEMENTATIONS.

QKD protocol Distance Max. secret-key
rate Quantum channel

BB84 (DV) [8] 66 km 5.1 kbps optical fiber, 1310 nm
BB84 (DV) [10] 150 km 1 kbps optical fiber, 1548 nm
BB84 (DV) [11] 80 km 1 kbps optical fiber, 1310 nm
BB84 (DV) [18] 50 km 1.26 Mbps optical fiber, 1550 nm
BB84 (DV) [19] 404 km 1.16 bit/hour optical fiber, 1550 nm

Twin-field QKD [17] 550 km 0.1 kbps optical fiber, 1550 nm
CV [9] 20 km 90 kbps optical fiber, 1550 nm

CV [22] 80 km 0.1 kbps optical fiber, 1550 nm
Satellite-to-ground BB84 (DV)

[39] 1,200 km 1 kbps free space optical, 850 nm

The hybrid structure is realizable through the currently es-
tablished Internet architecture, as depicted in Fig. 2. The QKD
devices establish the unconditionally secure key through the
quantum channels (auxiliary public channels are not depicted).
The keys are then passed via secure local connections to
the server (e.g., an HTTP/TLS server) and the web clients.
Then, the client-server communication is realized by the TLS
protocol with periodically updated quantum-made keys.

IV. QKD IN THE QUANTUM INTERNET

The quantum Internet [80], [82]–[85] is a global-scale
quantum communication network composed of quantum sub-
networks and quantum networking components. The quantum

Internet utilizes the fundamental concepts of quantum mechan-
ics for networking. The main attributes of the quantum Internet
are unconditional security (quantum cryptographic protocols),
advanced quantum phenomena and protocols (such as quantum
superposition, quantum entanglement, quantum teleportation
and quantum coding and an entangled network structure. In
contrast to traditional repeaters, quantum repeaters cannot
apply the “receive-copy-retransmit” mechanism, because of
the No-Cloning Theorem [37]. This fundamental difference
between the nature of classical and quantum information not
just leads to fundamentally different networking mechanisms,
but also requires the definition of novel networking services
in a quantum Internet scenario [86]–[90].
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the classical public channel (depicted by the green line). (b) CVQKD setting. Alice draws Gaussian random raw data with Gaussian variables. Using her raw
data, she modulates the CV quantum states via a Gaussian modulation. The CV quantum states are sent through a quantum channel, where the presence of the
eavesdropper adds white Gaussian noise to the transmission. Bob measures the CV states via the M measurement procedure using homodyne or heterodyne
measurement. The measurements yield noisy Gaussian raw data. In the post-processing phase, a U secret key (a classical uniform random vector) is drawn at
Alice, which will be combined with her raw data. The combined result is transmitted to Bob over the classical channel. Bob applies some local calculations
and reconciliation steps to extract the noise-free U secret key on his side.
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CV [9] 20 km 90 kbps optical fiber, 1550 nm

CV [22] 80 km 0.1 kbps optical fiber, 1550 nm
Satellite-to-ground BB84 (DV)

[39] 1,200 km 1 kbps free space optical, 850 nm

The hybrid structure is realizable through the currently es-
tablished Internet architecture, as depicted in Fig. 2. The QKD
devices establish the unconditionally secure key through the
quantum channels (auxiliary public channels are not depicted).
The keys are then passed via secure local connections to
the server (e.g., an HTTP/TLS server) and the web clients.
Then, the client-server communication is realized by the TLS
protocol with periodically updated quantum-made keys.

IV. QKD IN THE QUANTUM INTERNET

The quantum Internet [80], [82]–[85] is a global-scale
quantum communication network composed of quantum sub-
networks and quantum networking components. The quantum

Internet utilizes the fundamental concepts of quantum mechan-
ics for networking. The main attributes of the quantum Internet
are unconditional security (quantum cryptographic protocols),
advanced quantum phenomena and protocols (such as quantum
superposition, quantum entanglement, quantum teleportation
and quantum coding and an entangled network structure. In
contrast to traditional repeaters, quantum repeaters cannot
apply the “receive-copy-retransmit” mechanism, because of
the No-Cloning Theorem [37]. This fundamental difference
between the nature of classical and quantum information not
just leads to fundamentally different networking mechanisms,
but also requires the definition of novel networking services
in a quantum Internet scenario [86]–[90].
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the classical public channel (depicted by the green line). (b) CVQKD setting. Alice draws Gaussian random raw data with Gaussian variables. Using her raw
data, she modulates the CV quantum states via a Gaussian modulation. The CV quantum states are sent through a quantum channel, where the presence of the
eavesdropper adds white Gaussian noise to the transmission. Bob measures the CV states via the M measurement procedure using homodyne or heterodyne
measurement. The measurements yield noisy Gaussian raw data. In the post-processing phase, a U secret key (a classical uniform random vector) is drawn at
Alice, which will be combined with her raw data. The combined result is transmitted to Bob over the classical channel. Bob applies some local calculations
and reconciliation steps to extract the noise-free U secret key on his side.
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BB84 (DV) [19] 404 km 1.16 bit/hour optical fiber, 1550 nm

Twin-field QKD [17] 550 km 0.1 kbps optical fiber, 1550 nm
CV [9] 20 km 90 kbps optical fiber, 1550 nm

CV [22] 80 km 0.1 kbps optical fiber, 1550 nm
Satellite-to-ground BB84 (DV)

[39] 1,200 km 1 kbps free space optical, 850 nm

The hybrid structure is realizable through the currently es-
tablished Internet architecture, as depicted in Fig. 2. The QKD
devices establish the unconditionally secure key through the
quantum channels (auxiliary public channels are not depicted).
The keys are then passed via secure local connections to
the server (e.g., an HTTP/TLS server) and the web clients.
Then, the client-server communication is realized by the TLS
protocol with periodically updated quantum-made keys.

IV. QKD IN THE QUANTUM INTERNET

The quantum Internet [80], [82]–[85] is a global-scale
quantum communication network composed of quantum sub-
networks and quantum networking components. The quantum

Internet utilizes the fundamental concepts of quantum mechan-
ics for networking. The main attributes of the quantum Internet
are unconditional security (quantum cryptographic protocols),
advanced quantum phenomena and protocols (such as quantum
superposition, quantum entanglement, quantum teleportation
and quantum coding and an entangled network structure. In
contrast to traditional repeaters, quantum repeaters cannot
apply the “receive-copy-retransmit” mechanism, because of
the No-Cloning Theorem [37]. This fundamental difference
between the nature of classical and quantum information not
just leads to fundamentally different networking mechanisms,
but also requires the definition of novel networking services
in a quantum Internet scenario [86]–[90].
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Fig. 1. Comparison of the sender (Alice) and receiver (Bob) model in a DVQKD and a CVQKD setting. (a) DVQKD setting. Alice draws uniform random
raw data, which encode her random bits. She modulates all the bits of her raw data into single-polarization photons (qubits). The rectilinear and diagonal
polarization states are selected randomly in the B basis selection procedure for the encoding. The qubits are sent through the quantum channel (depicted by
the yellow line), where the presence of Eve adds noise to the transmission. Bob measures each qubit in a random basis via the B′ basis selection procedure.
The results of the measurements are classical bits, which form the noisy raw data. The final key is extracted from the correlated raw data of the parties using
the classical public channel (depicted by the green line). (b) CVQKD setting. Alice draws Gaussian random raw data with Gaussian variables. Using her raw
data, she modulates the CV quantum states via a Gaussian modulation. The CV quantum states are sent through a quantum channel, where the presence of the
eavesdropper adds white Gaussian noise to the transmission. Bob measures the CV states via the M measurement procedure using homodyne or heterodyne
measurement. The measurements yield noisy Gaussian raw data. In the post-processing phase, a U secret key (a classical uniform random vector) is drawn at
Alice, which will be combined with her raw data. The combined result is transmitted to Bob over the classical channel. Bob applies some local calculations
and reconciliation steps to extract the noise-free U secret key on his side.
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CV [9] 20 km 90 kbps optical fiber, 1550 nm

CV [22] 80 km 0.1 kbps optical fiber, 1550 nm
Satellite-to-ground BB84 (DV)

[39] 1,200 km 1 kbps free space optical, 850 nm

The hybrid structure is realizable through the currently es-
tablished Internet architecture, as depicted in Fig. 2. The QKD
devices establish the unconditionally secure key through the
quantum channels (auxiliary public channels are not depicted).
The keys are then passed via secure local connections to
the server (e.g., an HTTP/TLS server) and the web clients.
Then, the client-server communication is realized by the TLS
protocol with periodically updated quantum-made keys.

IV. QKD IN THE QUANTUM INTERNET

The quantum Internet [80], [82]–[85] is a global-scale
quantum communication network composed of quantum sub-
networks and quantum networking components. The quantum

Internet utilizes the fundamental concepts of quantum mechan-
ics for networking. The main attributes of the quantum Internet
are unconditional security (quantum cryptographic protocols),
advanced quantum phenomena and protocols (such as quantum
superposition, quantum entanglement, quantum teleportation
and quantum coding and an entangled network structure. In
contrast to traditional repeaters, quantum repeaters cannot
apply the “receive-copy-retransmit” mechanism, because of
the No-Cloning Theorem [37]. This fundamental difference
between the nature of classical and quantum information not
just leads to fundamentally different networking mechanisms,
but also requires the definition of novel networking services
in a quantum Internet scenario [86]–[90].

3

3) Measurement: The measurement phase is a crucial part
of CVQKD protocols. Depending on the measured quadrature
types, it can be classified as homodyne or heterodyne measure-
ment [62], [63]. In a homodyne measurement Mhom, only one
quadrature, the position or the momentum quadrature xj of a
j-th coherent state, is measured. In a heterodyne measurement
Mhet, both the position and momentum quadratures are mea-
sured. Each quadrature measurement results in a unit in the
raw data. Bob’s resulting raw data are in the form of a noisy
Gaussian vector with additive Gaussian noise. The raw data
themselves do not comprise a secret key; they consist only
of the results of the random quadrature measurements. The
secret key is a uniformly distributed long binary string, which
will be combined with the raw data elements in the stage of
logical layer manipulations. The post-processing phase uses
a classical-authenticated communication channel and classical
error-correction algorithms.

4) Reconciliation: The reconciliation process of correlated
Gaussian variables is a complex problem that requires either
tomography in the physical layer, which is intractable in
a practical scenario, or high-cost calculations in the multi-
dimensional spherical space with strict dimensional limita-
tions. In the reconciliation phase, only uniform distributions
can be transmitted over the classical channel; otherwise,
the information-theoretic security of the protocol cannot be
proven [62], [63]. The raw data follow a Gaussian random
distribution because the data arise from a Gaussian random
source; however, by applying some trivial operations on the
raw data units, the desired uniform distribution can be reached,
and the reconciliation can be performed with unconditional
security [77]. In the reconciliation phase, a physical-logical
channel conversion is made, and the aim is to get a logical
channel (reconciliation channel) that is close to a binary
Gaussian channel. At low signal-to-noise ratios (SNRs), the
capacities of the Gaussian quantum channel and the binary
Gaussian channel are close, and the reconciliation channel is
analogous to a binary Gaussian channel. The efficiency of
the channel conversion procedure can be described by the
relevant parameters of the resulting logical binary channel
(such as its variance and capacity). This conversion efficiency
determines the efficiency of the reconciliation process, i.e., the
performance of the protocol.

In Fig. 1, the DVQKD and CVQKD settings are compared.
The modulation phase in the DVQKD setting assumes four
polarization states of the BB84.

III. QKD IMPLEMENTATIONS

A. QKD over Optical Fiber
The optical fiber infrastructure provides a base ground for

the experimental realization of both DVQKD and CVQKD
protocols. The currently established optical fiber infrastructure
with wavelength division multiplexing (WDM) technique rep-
resents an adequate solution for the practical implementation
of QKD [8]. A general architecture of a QKD-integrated
optical network consists of four layers: a physical layer with
the optical fiber architecture (e.g., an optical layer), a QKD
layer, a control layer (which can be implemented by software-
defined networking, or SDN, to efficiently manage the entire

network [6]), and an application layer. In the layer model,
the users’ service requests are generated in the application
layer. Then, the control layer determines a path in the physical
network and performs a handshake with the relevant quantum
devices and optical nodes through the path. In an abstract
manner, the optical layer integrates optical nodes connected by
optical fibers, while the QKD layer consists of quantum nodes
with quantum channels and public channels between them. The
optical layer and the QKD layer share the fiber bandwidth
resources with WDM technique [6], [8]. On the problem
of wavelength allocation and channel isolation for QKD-
integrated optical networks, we refer to [13]. For the model
of SDN-controlled optical networks with time-shared QKD,
see [15]. On the problem of efficient secret-key allocation in
QKD implementations, we suggest [16]. In [20], a method
for the implementation of quantum and classical signals over
the same optical fiber in QKD networks has been proposed. In
[21], the concept of a virtual optical network (VON) is defined
for the purpose of efficient energy utilization and security
enhancements in practical optical fiber settings.

B. Free-Space Optical QKD

The fundamental characteristics of optical fiber-based QKD
(i.e., channel loss of fibers, propagation losses) limit the
achievable point-to-point distances to a few hundred kilome-
ters. The achievable distances in terrestrial free-space-based
QKD are also limited because of the exponentially decreasing
photon rate with increasing distance. Satellite-based QKD rep-
resents a way to overcome these drawbacks and to establish a
global-scale QKD network [23]–[25], [38]. The satellite-based
solutions exploit the negligible photon loss and decoherence
in the empty outer space. In [39], a satellite-to-ground QKD
system with an achievable distance of over 1,200 kilometers
has been demonstrated. The proposed model integrated a low-
Earth-orbit satellite with decoy-state QKD. The reported key
rate of the protocol was above 1 kbps. The results also enable
us to realize high-efficiency long-distance QKD in a global-
scale setting.

Relevant attributes of some recent QKD implementations
are summarized in Table I.

C. QKD in the Traditional Internet

The secret key generated by a QKD system is a random
key that can also serve as a one-time pad (OTP) [78], which
theoretically provides unconditional security [79]. However, in
theory, in an OTP system, the secret-key size must be at least
as long as the data size to be encrypted, and novel random keys
are required for novel data. It is trivially not implementable
in practical scenarios because of the long execution times and
large storage requirements. These issues are resolved by the
integration of QKD into efficient traditional data encryption
algorithms (AES, IPSec, TLS, etc.) [12], [80]. In these inte-
grated, hybrid QKD-traditional encryption systems, the QKD
structure provides a practical and significantly shorter key
(in comparison with an OTP key) to an efficient encryption
method that periodically requires a novel key from the QKD
backbone structure [6].
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Fig. 1. Comparison of the sender (Alice) and receiver (Bob) model in a DVQKD and a CVQKD setting. (a) DVQKD setting. Alice draws uniform random
raw data, which encode her random bits. She modulates all the bits of her raw data into single-polarization photons (qubits). The rectilinear and diagonal
polarization states are selected randomly in the B basis selection procedure for the encoding. The qubits are sent through the quantum channel (depicted by
the yellow line), where the presence of Eve adds noise to the transmission. Bob measures each qubit in a random basis via the B′ basis selection procedure.
The results of the measurements are classical bits, which form the noisy raw data. The final key is extracted from the correlated raw data of the parties using
the classical public channel (depicted by the green line). (b) CVQKD setting. Alice draws Gaussian random raw data with Gaussian variables. Using her raw
data, she modulates the CV quantum states via a Gaussian modulation. The CV quantum states are sent through a quantum channel, where the presence of the
eavesdropper adds white Gaussian noise to the transmission. Bob measures the CV states via the M measurement procedure using homodyne or heterodyne
measurement. The measurements yield noisy Gaussian raw data. In the post-processing phase, a U secret key (a classical uniform random vector) is drawn at
Alice, which will be combined with her raw data. The combined result is transmitted to Bob over the classical channel. Bob applies some local calculations
and reconciliation steps to extract the noise-free U secret key on his side.

TABLE I
ATTRIBUTES OF RECENT QKD IMPLEMENTATIONS.

QKD protocol Distance Max. secret-key
rate Quantum channel

BB84 (DV) [8] 66 km 5.1 kbps optical fiber, 1310 nm
BB84 (DV) [10] 150 km 1 kbps optical fiber, 1548 nm
BB84 (DV) [11] 80 km 1 kbps optical fiber, 1310 nm
BB84 (DV) [18] 50 km 1.26 Mbps optical fiber, 1550 nm
BB84 (DV) [19] 404 km 1.16 bit/hour optical fiber, 1550 nm

Twin-field QKD [17] 550 km 0.1 kbps optical fiber, 1550 nm
CV [9] 20 km 90 kbps optical fiber, 1550 nm

CV [22] 80 km 0.1 kbps optical fiber, 1550 nm
Satellite-to-ground BB84 (DV)

[39] 1,200 km 1 kbps free space optical, 850 nm

The hybrid structure is realizable through the currently es-
tablished Internet architecture, as depicted in Fig. 2. The QKD
devices establish the unconditionally secure key through the
quantum channels (auxiliary public channels are not depicted).
The keys are then passed via secure local connections to
the server (e.g., an HTTP/TLS server) and the web clients.
Then, the client-server communication is realized by the TLS
protocol with periodically updated quantum-made keys.

IV. QKD IN THE QUANTUM INTERNET

The quantum Internet [80], [82]–[85] is a global-scale
quantum communication network composed of quantum sub-
networks and quantum networking components. The quantum

Internet utilizes the fundamental concepts of quantum mechan-
ics for networking. The main attributes of the quantum Internet
are unconditional security (quantum cryptographic protocols),
advanced quantum phenomena and protocols (such as quantum
superposition, quantum entanglement, quantum teleportation
and quantum coding and an entangled network structure. In
contrast to traditional repeaters, quantum repeaters cannot
apply the “receive-copy-retransmit” mechanism, because of
the No-Cloning Theorem [37]. This fundamental difference
between the nature of classical and quantum information not
just leads to fundamentally different networking mechanisms,
but also requires the definition of novel networking services
in a quantum Internet scenario [86]–[90].
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Fig. 1. Comparison of the sender (Alice) and receiver (Bob) model in a DVQKD and a CVQKD setting. (a) DVQKD setting. Alice draws uniform random
raw data, which encode her random bits. She modulates all the bits of her raw data into single-polarization photons (qubits). The rectilinear and diagonal
polarization states are selected randomly in the B basis selection procedure for the encoding. The qubits are sent through the quantum channel (depicted by
the yellow line), where the presence of Eve adds noise to the transmission. Bob measures each qubit in a random basis via the B′ basis selection procedure.
The results of the measurements are classical bits, which form the noisy raw data. The final key is extracted from the correlated raw data of the parties using
the classical public channel (depicted by the green line). (b) CVQKD setting. Alice draws Gaussian random raw data with Gaussian variables. Using her raw
data, she modulates the CV quantum states via a Gaussian modulation. The CV quantum states are sent through a quantum channel, where the presence of the
eavesdropper adds white Gaussian noise to the transmission. Bob measures the CV states via the M measurement procedure using homodyne or heterodyne
measurement. The measurements yield noisy Gaussian raw data. In the post-processing phase, a U secret key (a classical uniform random vector) is drawn at
Alice, which will be combined with her raw data. The combined result is transmitted to Bob over the classical channel. Bob applies some local calculations
and reconciliation steps to extract the noise-free U secret key on his side.

TABLE I
ATTRIBUTES OF RECENT QKD IMPLEMENTATIONS.
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rate Quantum channel

BB84 (DV) [8] 66 km 5.1 kbps optical fiber, 1310 nm
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BB84 (DV) [19] 404 km 1.16 bit/hour optical fiber, 1550 nm

Twin-field QKD [17] 550 km 0.1 kbps optical fiber, 1550 nm
CV [9] 20 km 90 kbps optical fiber, 1550 nm

CV [22] 80 km 0.1 kbps optical fiber, 1550 nm
Satellite-to-ground BB84 (DV)

[39] 1,200 km 1 kbps free space optical, 850 nm

The hybrid structure is realizable through the currently es-
tablished Internet architecture, as depicted in Fig. 2. The QKD
devices establish the unconditionally secure key through the
quantum channels (auxiliary public channels are not depicted).
The keys are then passed via secure local connections to
the server (e.g., an HTTP/TLS server) and the web clients.
Then, the client-server communication is realized by the TLS
protocol with periodically updated quantum-made keys.

IV. QKD IN THE QUANTUM INTERNET

The quantum Internet [80], [82]–[85] is a global-scale
quantum communication network composed of quantum sub-
networks and quantum networking components. The quantum

Internet utilizes the fundamental concepts of quantum mechan-
ics for networking. The main attributes of the quantum Internet
are unconditional security (quantum cryptographic protocols),
advanced quantum phenomena and protocols (such as quantum
superposition, quantum entanglement, quantum teleportation
and quantum coding and an entangled network structure. In
contrast to traditional repeaters, quantum repeaters cannot
apply the “receive-copy-retransmit” mechanism, because of
the No-Cloning Theorem [37]. This fundamental difference
between the nature of classical and quantum information not
just leads to fundamentally different networking mechanisms,
but also requires the definition of novel networking services
in a quantum Internet scenario [86]–[90].
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Fig. 1. Comparison of the sender (Alice) and receiver (Bob) model in a DVQKD and a CVQKD setting. (a) DVQKD setting. Alice draws uniform random
raw data, which encode her random bits. She modulates all the bits of her raw data into single-polarization photons (qubits). The rectilinear and diagonal
polarization states are selected randomly in the B basis selection procedure for the encoding. The qubits are sent through the quantum channel (depicted by
the yellow line), where the presence of Eve adds noise to the transmission. Bob measures each qubit in a random basis via the B′ basis selection procedure.
The results of the measurements are classical bits, which form the noisy raw data. The final key is extracted from the correlated raw data of the parties using
the classical public channel (depicted by the green line). (b) CVQKD setting. Alice draws Gaussian random raw data with Gaussian variables. Using her raw
data, she modulates the CV quantum states via a Gaussian modulation. The CV quantum states are sent through a quantum channel, where the presence of the
eavesdropper adds white Gaussian noise to the transmission. Bob measures the CV states via the M measurement procedure using homodyne or heterodyne
measurement. The measurements yield noisy Gaussian raw data. In the post-processing phase, a U secret key (a classical uniform random vector) is drawn at
Alice, which will be combined with her raw data. The combined result is transmitted to Bob over the classical channel. Bob applies some local calculations
and reconciliation steps to extract the noise-free U secret key on his side.

TABLE I
ATTRIBUTES OF RECENT QKD IMPLEMENTATIONS.

QKD protocol Distance Max. secret-key
rate Quantum channel

BB84 (DV) [8] 66 km 5.1 kbps optical fiber, 1310 nm
BB84 (DV) [10] 150 km 1 kbps optical fiber, 1548 nm
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BB84 (DV) [18] 50 km 1.26 Mbps optical fiber, 1550 nm
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CV [9] 20 km 90 kbps optical fiber, 1550 nm

CV [22] 80 km 0.1 kbps optical fiber, 1550 nm
Satellite-to-ground BB84 (DV)

[39] 1,200 km 1 kbps free space optical, 850 nm

The hybrid structure is realizable through the currently es-
tablished Internet architecture, as depicted in Fig. 2. The QKD
devices establish the unconditionally secure key through the
quantum channels (auxiliary public channels are not depicted).
The keys are then passed via secure local connections to
the server (e.g., an HTTP/TLS server) and the web clients.
Then, the client-server communication is realized by the TLS
protocol with periodically updated quantum-made keys.

IV. QKD IN THE QUANTUM INTERNET

The quantum Internet [80], [82]–[85] is a global-scale
quantum communication network composed of quantum sub-
networks and quantum networking components. The quantum

Internet utilizes the fundamental concepts of quantum mechan-
ics for networking. The main attributes of the quantum Internet
are unconditional security (quantum cryptographic protocols),
advanced quantum phenomena and protocols (such as quantum
superposition, quantum entanglement, quantum teleportation
and quantum coding and an entangled network structure. In
contrast to traditional repeaters, quantum repeaters cannot
apply the “receive-copy-retransmit” mechanism, because of
the No-Cloning Theorem [37]. This fundamental difference
between the nature of classical and quantum information not
just leads to fundamentally different networking mechanisms,
but also requires the definition of novel networking services
in a quantum Internet scenario [86]–[90].
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Fig. 2. QKD in a traditional client-server Internet setting. The established paths (green lines) between the clients and the server in the traditional Internet
use quantum-made keys. The quantum keys are established via the QKD devices over quantum channels (depicted by yellow lines). The quantum keys are
shared with the classical server and the classical clients through secure local connections (red lines).

The core network of the quantum Internet is modeled as
an entangled network structure [80], [91], [92], in which
the quantum nodes are connected by entangled connections.
An entangled connection refers to a shared entangled system
(i.e., a Bell state for qubit systems to connect two quantum
nodes) between the quantum nodes. In an unentangled network
structure, the quantum nodes are not necessarily connected by
entanglement [93], [94], and the communication between the
nodes is realized in a point-to-point setting. This setting does
not allow quantum communication over arbitrary distances,
and an unentangled network structure can mostly be used for
establishing a point-to-point QKD between the quantum nodes.
These short distances can be extended to longer distances
by the utilization of free-space quantum channels [23], [24],
[80], [95]. However, this solution is auxiliary, since it can be
used only at some specific points of the unentangled network
structure. Therefore, it does not represent an adequate and
fundamental answer to the problem of long-distance quantum
communication. Consequently, in an unentangled network
structure, the multi-hop settings are weak for experimen-
tal, long-distance and global-scale quantum communication.
On the other hand, the entangled network structure allows
the parties to establish multi-hop entanglement, multi-hop
QKD, high-precision sensor networks, advanced distributed
computations and cryptographic functions, advanced quantum
protocols, and, more importantly, the distribution of quantum
entanglement over arbitrary (unlimited, in theory) distances
[80]. Entanglement between a distant source and a target node
is established through several intermediate repeater nodes [80],
[91], [92], [96], [97]. The level of entanglement (i.e., the level
of an entangled connection) is defined as the number of nodes
(i.e., the hop-distance between entangled nodes) spanned by

the shared entanglement, whose range is extended by the basic
operation of entanglement swapping (entanglement extension).

The entangled network structure of the quantum Internet
formulates a high-complexity network space with several
advantages and challenges. Quantum Internet is an adequate
answer for the computational power that became available as
quantum computers became publicly available. The structure
of the quantum Internet keeps the data of users safe for future
networking. However, the commercial quantum computers are
currently under development and represent tomorrow’s prob-
lems, the engineering of high-performance and well-designed
services and protocols for the quantum Internet is today’s
tasks. As quantum computers are built and become available,
the structure of the quantum Internet also has to be ready to
provide a seamless transition from the traditional Internet to
the quantum Internet.

A. Recent Implementations

An optical switcher-based QKD implementation has been
proposed in [14]. The system model integrates several hop-by-
hop QKD settings to realize a long-distance QKD. The optical
switchers were implemented for the purpose of time division
multiplexing (TDM) on the quantum channels between the
QKD devices.

A technical roadmap on the experimental development of
the quantum Internet has been provided in [98]. The roadmap
is connected to the Quantum Internet Research Group (QIRG)
[99], which group is formulated and supported by an interna-
tional researcher background and collaboration. The authors
of [98] address some important capability milestones for the
realization of a global-scale quantum Internet. The technical
roadmap also addresses important future engineering problems
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entanglement over arbitrary (unlimited, in theory) distances
[80]. Entanglement between a distant source and a target node
is established through several intermediate repeater nodes [80],
[91], [92], [96], [97]. The level of entanglement (i.e., the level
of an entangled connection) is defined as the number of nodes
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formulates a high-complexity network space with several
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answer for the computational power that became available as
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establishing a point-to-point QKD between the quantum nodes.
These short distances can be extended to longer distances
by the utilization of free-space quantum channels [23], [24],
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structure. Therefore, it does not represent an adequate and
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QKD, high-precision sensor networks, advanced distributed
computations and cryptographic functions, advanced quantum
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tasks. As quantum computers are built and become available,
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proposed in [14]. The system model integrates several hop-by-
hop QKD settings to realize a long-distance QKD. The optical
switchers were implemented for the purpose of time division
multiplexing (TDM) on the quantum channels between the
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A technical roadmap on the experimental development of
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[99], which group is formulated and supported by an interna-
tional researcher background and collaboration. The authors
of [98] address some important capability milestones for the
realization of a global-scale quantum Internet. The technical
roadmap also addresses important future engineering problems
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brought up by the quantum Internet, such as the development
of a standardized architectural framework for the quantum
Internet, standardization and protocols of the quantum Internet,
layer interoperability, advanced services for the quantum In-
ternet, interoperability of the traditional Internet and quantum
Internet, connection establishment between the heterogeneous
quantum nodes of the quantum Internet, definition of node
roles, network coding, multiparty state transfer, entanglement
distribution mechanisms and entanglement routing, application
programming interface (API) for the quantum Internet, and the
definition of the application level of the quantum Internet.

In [100], the authors defined a method for deterministic
delivery of quantum entanglement on a quantum network. The
results allow us to realize entanglement distribution across
multiple remote quantum nodes in a quantum Internet setting.

In [45], the authors demonstrated the quantum teleportation
of independent single-photon qubits over 1,400 kilometres.
Since an experimental realization of a global-scale quantum
Internet requires the application of quantum teleportation over
long-distances, the proposed results represent a fundamental
of any experimental quantum Internet. In [46], the authors
demonstrated quantum teleportation with high fidelity values
between remote single-atom quantum memories.

Some other recent results connected to the development of
an experimental global-scale quantum Internet are as follows.
In [101], the authors demonstrated the Bell inequality violation
using electron spins separated by 1.3 kilometres. In [102],
the authors demonstrated modular entanglement of atomic
qubits using photons and phonons. The quantum repeaters
are fundamental networking elements of any experimental
quantum Internet. The quantum repeaters are used in the
entanglement distribution process to generate quantum entan-
glement between distant senders and receivers. The quantum
repeaters also realize the entanglement purification (entangle-
ment improvement) and the entanglement swapping (entangle-
ment extension) procedures. For an experimental realization
of quantum repeaters based on atomic ensembles and linear
optics, see [103].

Since quantum channels also have a fundamental role in
the quantum Internet, we suggest the review paper of [29],
and also the work of [104], for some specialized applications
of quantum channels. For a review on some recent results
of quantum computing technology, we suggest [105]. Some
recent services developed for the quantum Internet can be
found in [112]–[116]. The works [91]–[93], [96] are related
to the utilization of entanglement for long-distance quantum
communications and for a global-scale quantum Internet, and
also to the various aspects of quantum networks in a quantum
Internet setting.

For some fundamental works on quantum Shannon theory,
see [27]–[29], [104], [106]–[109]. For some important works
on the experimental implementations of quantum repeaters,
entanglement purification and entanglement distribution, see
[110]–[112], [117]–[119].

V. CONCLUSION

Here we provided a brief overview of the recent results
of QKD. The review focused on the principles of DVQKD

and CVQKD protocols, the main attributes of the recent
implementations, and the integration of QKD into traditional
and quantum communication networks.
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Fig. 2. QKD in a traditional client-server Internet setting. The established paths (green lines) between the clients and the server in the traditional Internet
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The core network of the quantum Internet is modeled as
an entangled network structure [80], [91], [92], in which
the quantum nodes are connected by entangled connections.
An entangled connection refers to a shared entangled system
(i.e., a Bell state for qubit systems to connect two quantum
nodes) between the quantum nodes. In an unentangled network
structure, the quantum nodes are not necessarily connected by
entanglement [93], [94], and the communication between the
nodes is realized in a point-to-point setting. This setting does
not allow quantum communication over arbitrary distances,
and an unentangled network structure can mostly be used for
establishing a point-to-point QKD between the quantum nodes.
These short distances can be extended to longer distances
by the utilization of free-space quantum channels [23], [24],
[80], [95]. However, this solution is auxiliary, since it can be
used only at some specific points of the unentangled network
structure. Therefore, it does not represent an adequate and
fundamental answer to the problem of long-distance quantum
communication. Consequently, in an unentangled network
structure, the multi-hop settings are weak for experimen-
tal, long-distance and global-scale quantum communication.
On the other hand, the entangled network structure allows
the parties to establish multi-hop entanglement, multi-hop
QKD, high-precision sensor networks, advanced distributed
computations and cryptographic functions, advanced quantum
protocols, and, more importantly, the distribution of quantum
entanglement over arbitrary (unlimited, in theory) distances
[80]. Entanglement between a distant source and a target node
is established through several intermediate repeater nodes [80],
[91], [92], [96], [97]. The level of entanglement (i.e., the level
of an entangled connection) is defined as the number of nodes
(i.e., the hop-distance between entangled nodes) spanned by

the shared entanglement, whose range is extended by the basic
operation of entanglement swapping (entanglement extension).

The entangled network structure of the quantum Internet
formulates a high-complexity network space with several
advantages and challenges. Quantum Internet is an adequate
answer for the computational power that became available as
quantum computers became publicly available. The structure
of the quantum Internet keeps the data of users safe for future
networking. However, the commercial quantum computers are
currently under development and represent tomorrow’s prob-
lems, the engineering of high-performance and well-designed
services and protocols for the quantum Internet is today’s
tasks. As quantum computers are built and become available,
the structure of the quantum Internet also has to be ready to
provide a seamless transition from the traditional Internet to
the quantum Internet.

A. Recent Implementations

An optical switcher-based QKD implementation has been
proposed in [14]. The system model integrates several hop-by-
hop QKD settings to realize a long-distance QKD. The optical
switchers were implemented for the purpose of time division
multiplexing (TDM) on the quantum channels between the
QKD devices.

A technical roadmap on the experimental development of
the quantum Internet has been provided in [98]. The roadmap
is connected to the Quantum Internet Research Group (QIRG)
[99], which group is formulated and supported by an interna-
tional researcher background and collaboration. The authors
of [98] address some important capability milestones for the
realization of a global-scale quantum Internet. The technical
roadmap also addresses important future engineering problems
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the authors demonstrated modular entanglement of atomic
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entanglement distribution process to generate quantum entan-
glement between distant senders and receivers. The quantum
repeaters also realize the entanglement purification (entangle-
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optics, see [103].

Since quantum channels also have a fundamental role in
the quantum Internet, we suggest the review paper of [29],
and also the work of [104], for some specialized applications
of quantum channels. For a review on some recent results
of quantum computing technology, we suggest [105]. Some
recent services developed for the quantum Internet can be
found in [112]–[116]. The works [91]–[93], [96] are related
to the utilization of entanglement for long-distance quantum
communications and for a global-scale quantum Internet, and
also to the various aspects of quantum networks in a quantum
Internet setting.

For some fundamental works on quantum Shannon theory,
see [27]–[29], [104], [106]–[109]. For some important works
on the experimental implementations of quantum repeaters,
entanglement purification and entanglement distribution, see
[110]–[112], [117]–[119].

V. CONCLUSION

Here we provided a brief overview of the recent results
of QKD. The review focused on the principles of DVQKD

and CVQKD protocols, the main attributes of the recent
implementations, and the integration of QKD into traditional
and quantum communication networks.
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brought up by the quantum Internet, such as the development
of a standardized architectural framework for the quantum
Internet, standardization and protocols of the quantum Internet,
layer interoperability, advanced services for the quantum In-
ternet, interoperability of the traditional Internet and quantum
Internet, connection establishment between the heterogeneous
quantum nodes of the quantum Internet, definition of node
roles, network coding, multiparty state transfer, entanglement
distribution mechanisms and entanglement routing, application
programming interface (API) for the quantum Internet, and the
definition of the application level of the quantum Internet.

In [100], the authors defined a method for deterministic
delivery of quantum entanglement on a quantum network. The
results allow us to realize entanglement distribution across
multiple remote quantum nodes in a quantum Internet setting.

In [45], the authors demonstrated the quantum teleportation
of independent single-photon qubits over 1,400 kilometres.
Since an experimental realization of a global-scale quantum
Internet requires the application of quantum teleportation over
long-distances, the proposed results represent a fundamental
of any experimental quantum Internet. In [46], the authors
demonstrated quantum teleportation with high fidelity values
between remote single-atom quantum memories.

Some other recent results connected to the development of
an experimental global-scale quantum Internet are as follows.
In [101], the authors demonstrated the Bell inequality violation
using electron spins separated by 1.3 kilometres. In [102],
the authors demonstrated modular entanglement of atomic
qubits using photons and phonons. The quantum repeaters
are fundamental networking elements of any experimental
quantum Internet. The quantum repeaters are used in the
entanglement distribution process to generate quantum entan-
glement between distant senders and receivers. The quantum
repeaters also realize the entanglement purification (entangle-
ment improvement) and the entanglement swapping (entangle-
ment extension) procedures. For an experimental realization
of quantum repeaters based on atomic ensembles and linear
optics, see [103].

Since quantum channels also have a fundamental role in
the quantum Internet, we suggest the review paper of [29],
and also the work of [104], for some specialized applications
of quantum channels. For a review on some recent results
of quantum computing technology, we suggest [105]. Some
recent services developed for the quantum Internet can be
found in [112]–[116]. The works [91]–[93], [96] are related
to the utilization of entanglement for long-distance quantum
communications and for a global-scale quantum Internet, and
also to the various aspects of quantum networks in a quantum
Internet setting.

For some fundamental works on quantum Shannon theory,
see [27]–[29], [104], [106]–[109]. For some important works
on the experimental implementations of quantum repeaters,
entanglement purification and entanglement distribution, see
[110]–[112], [117]–[119].

V. CONCLUSION

Here we provided a brief overview of the recent results
of QKD. The review focused on the principles of DVQKD

and CVQKD protocols, the main attributes of the recent
implementations, and the integration of QKD into traditional
and quantum communication networks.
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brought up by the quantum Internet, such as the development
of a standardized architectural framework for the quantum
Internet, standardization and protocols of the quantum Internet,
layer interoperability, advanced services for the quantum In-
ternet, interoperability of the traditional Internet and quantum
Internet, connection establishment between the heterogeneous
quantum nodes of the quantum Internet, definition of node
roles, network coding, multiparty state transfer, entanglement
distribution mechanisms and entanglement routing, application
programming interface (API) for the quantum Internet, and the
definition of the application level of the quantum Internet.

In [100], the authors defined a method for deterministic
delivery of quantum entanglement on a quantum network. The
results allow us to realize entanglement distribution across
multiple remote quantum nodes in a quantum Internet setting.

In [45], the authors demonstrated the quantum teleportation
of independent single-photon qubits over 1,400 kilometres.
Since an experimental realization of a global-scale quantum
Internet requires the application of quantum teleportation over
long-distances, the proposed results represent a fundamental
of any experimental quantum Internet. In [46], the authors
demonstrated quantum teleportation with high fidelity values
between remote single-atom quantum memories.

Some other recent results connected to the development of
an experimental global-scale quantum Internet are as follows.
In [101], the authors demonstrated the Bell inequality violation
using electron spins separated by 1.3 kilometres. In [102],
the authors demonstrated modular entanglement of atomic
qubits using photons and phonons. The quantum repeaters
are fundamental networking elements of any experimental
quantum Internet. The quantum repeaters are used in the
entanglement distribution process to generate quantum entan-
glement between distant senders and receivers. The quantum
repeaters also realize the entanglement purification (entangle-
ment improvement) and the entanglement swapping (entangle-
ment extension) procedures. For an experimental realization
of quantum repeaters based on atomic ensembles and linear
optics, see [103].

Since quantum channels also have a fundamental role in
the quantum Internet, we suggest the review paper of [29],
and also the work of [104], for some specialized applications
of quantum channels. For a review on some recent results
of quantum computing technology, we suggest [105]. Some
recent services developed for the quantum Internet can be
found in [112]–[116]. The works [91]–[93], [96] are related
to the utilization of entanglement for long-distance quantum
communications and for a global-scale quantum Internet, and
also to the various aspects of quantum networks in a quantum
Internet setting.

For some fundamental works on quantum Shannon theory,
see [27]–[29], [104], [106]–[109]. For some important works
on the experimental implementations of quantum repeaters,
entanglement purification and entanglement distribution, see
[110]–[112], [117]–[119].

V. CONCLUSION

Here we provided a brief overview of the recent results
of QKD. The review focused on the principles of DVQKD

and CVQKD protocols, the main attributes of the recent
implementations, and the integration of QKD into traditional
and quantum communication networks.
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Abstract— Communication applying visible light technology is 

a novel approach. Visible Light Communication (VLC) 
development is motivated by the increasing demand for wireless 
communication technologies. It has the potential to provide high-
speed data communication with good security and improved 
energy efficiency. The rapid evolution of VLC was sustained by 
the LEDs performances. The Light-Emitting-Diode (LED) 
luminaires are capable of switching to the different light intensity 
at a fast rate. This function can be used for data transmission. 
This article focuses on the physical layer of the VLC links. It 
reviews the technology, the topology of the proposed connection, 
and the benefits of this approach.  The main research trends are 
identified emphasizing state of the art in this area. It shows how 
VLC technology evolved and what are the performances achieved 
at this time. Various structures of the transmitter and receiver 
are studied, and different modulation schemes are investigated. 
Finally, numerous applications of VLC technology are presented. 
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I. INTRODUCTION 
OWADAYS, a growing increase in the traffic carried by 
the telecommunication networks, including the wireless 

networks, can be observed [1]. The novel bandwidth-hungry 
applications increase the demand for broadband internet 
services, and further innovation, research, and development in 
the new emerging communication technologies are needed. 
The required capacity of wireless data transmission is 
expected to increase exponentially in the next years.  

Radio frequency (RF) type communications are applied for 
wireless links, because of its maturity level and full 
acceptance. However, the radio frequency based wireless 
communications have some limitations. The reliability and the 
performances of the link are determined by the limited 
available spectrum and the increasing number of nodes. The 
main disadvantage is the limited bandwidth. There are also 
some scenarios where the RF caused interferences are critical, 
such as in aircraft, airports, or hospitals. So, novel wireless 
communication technologies are required. 

Meanwhile, the development of the LEDs had massive 
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growth. The revolution in the field of solid-state lighting leads 
to the replacement of fluorescent lamps by Light Emitting 
Diodes. Nowadays, LEDs are energy efficient, highly reliable, 
and have a lifetime that exceeds by far the traditional light 
sources. So, LEDs are used in more and more lighting 
applications, because of the numerous advantages, and it is 
considered that LEDs will completely replace the traditional 
lighting sources [1] - [6]. On the other hand, LEDs can be 
used not only for lighting but also for communication, because 
the light intensity can be varied, and the switching speed is 
high enough. 

Visible light communication is a new wireless 
communication technology which uses the white light not just 
for illumination purposes but also as a carrier for digital 
transmission. VLC uses the visible light (frequency 
range=430-790THz, wavelength range=380-750nm) as a 
communication medium, which offers enormous bandwidths 
free of charge, this frequency range is safe to the human body, 
it does not disturb any sensitive electrical equipment, the 
allowed power is high, and it is not limited by any law, 
because of the applied non-licensed frequency range. As a 
visible light source can be used both for illumination and 
communication; therefore, it saves the extra power that is 
required in RF communication. The applied LEDs are energy 
efficient, small size, and cost-effective. 

The basic concept is simple; the information modulates the 
intensity of the VLC transmitter. At the receiver side, a 
photosensitive element extracts the data from the detection of 
the fluctuation of the light intensity. The main advantage of 
VLC system is the application of the multifunctional device, 
which is used for lighting and data transmission same time. 
The communication link uses the existing LEDs lighting 
systems. With this approach, the implementation cost of the 
transmission link is significantly reduced. 

Additionally, VLC link offers a considerable bandwidth 
available free of charge, enabling high data rate 
communications without any RF interference. VLC 
technology can provide low-cost, high-speed, optical-wireless 
data communication. VLC is a new technology, but the 
development is fast. 
This paper aims at providing a survey to the physical layer of 
VLC technology. It presents the architecture of a VLC system, 
overviews the advantages and the disadvantages of the 
technology. This survey focuses on the applied modulation 
methods in the VLC systems. It identifies and discusses 
several top applications of VLC, pointing out the benefits of 
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VLC usage. This article does not aim with the detailed VLC 
channel modeling and the standardization of VLC technology.
The organization of this paper is as follows. Section II 
describes the architecture of VLC systems. Section III 
overviews the description of the potential applications of 
VLC. Section IV presents the state of the art of technology. 
Finally, section VI concludes the paper.  

II. VISIBLE LIGHT COMMUNICATION LINK

The VLC system consists of a VLC transmitter that 
modulates the white light produced by LEDs; a VLC receiver 
based on a photodiode that extracts the modulated signal from 
the light power, and the VLC wireless optical channel to 
connect the physically separated VLC transmitter and 
receiver. The simplified block diagram of a VLC system is 
presented in Fig 1. 

Fig.1.  VLC link structure 

A. The transmitter side 
VLC transmitter transforms data into messages that can be 

sent over the free space optical medium by using visible light. 
The primary purposes that it is a multifunctional device; it 
emits light and transmits data at the same time. On the 
transmitter side, white light is generated by the LED, and the 
light is modulated by the information. The data transmission 
must not affect the primary illumination function of the 
device. From this point of view, the VLC transmitter must be 
met with the lighting requirements. So, the same optical power 
is used, or it is allowed for dimming. The dimming level that 
is selected for the modulation should be such that it is 
supported by the illuminating LEDs. On the other hand, the 
VLC transmitter must not induce any noticeable flickering. 
The modulation should be done in a way to avoid flickering. 

Two types of white-light sources are used in solid-state 
lighting. Red-green-blue (RGB) emitter provides the white 
light applying three colors. The blue-LED on yellow-light 
emitting phosphorus layer provides white light by mixing blue 
and yellow lights. The VLC data transmitter can use both 
types, but RGB solution gets more modulation bandwidth. 
Contrary, the blue LED based device is more energy efficient 
and lower complex. Based on it, a blue LED with phosphorus 
is more popular in illumination systems. The RGB approach 
can be improved by applying a fourth color. RGBY model is 
supplemented by the yellow color, and therefore, there is not 
necessary to create complicated combinations of the 

fundamental wavelengths. As a result, the bitrate of the system 
is increased, and communication is possible on four 
independent channels. This fourth channel also improves area 
coverage [7]. 

The parameters of the VLC transmitter are mainly limited by 
the characteristics of the LEDs. The data rate depends on the 
switching abilities of the LEDs. The service area depends on 
the transmission power and the illumination angle. Currently, 
the industry produces LEDs that can offer switching 
frequencies of a few tens of megahertz. The modulation 
bandwidth is about 2.5 MHz for the white component 
generated by a blue LED with yellow phosphorus. The 
switching speed of the blue LEDs is better, and higher data 
rates are enabled [8]. So, the modulation bandwidth can be 
increased by the filtering out of the yellow element in the 
receiver when only the blue part is detected. If this filtering 
eliminates the slow response of the yellow phosphorus, 14 
MHz bandwidth can be achieved. Several other approaches are 
proposed to increase the bandwidth. Fully integrated LED 
driver design can provide high speed, low size, and 
economical power consumption solution. The 3 dB bandwidth 
of a VLC transmitter can be extended to 80 MHz applying an 
integrated driver circuit with high pass transfer function [9]. 

To achieve higher VLC data rate, LASER (Light 
Amplification by Stimulated Emission of Radiation) diode 
transmitter has been proposed and demonstrated [10]. In this 
approach, the main challenge is the contemporary lighting and 
communication features. Nowadays, it is not applied in the 
lighting system.

Different types and forms of LED are applied in various 
environments. High power LEDs or LED arrays are used in 
illustrative in-door illumination purposes. Low-power devices 
are utilized in smart-phones and other mobile devices. 

B. Modulation techniques 
At the transmitter side, a dimming or biasing circuit with 

control function is necessary. Application of microcontrollers 
is a cost-effective solution for the encoder. The 
microcontroller can be replaced by a Field Programmable 
Gate Array (FPGA) in more complex applications. FPGA 
provides enhanced performances with the help of digital signal 
processing techniques. The encoder in the transmitter converts 
the data into a modulated message and manages the switching 
of the LEDs according to the binary data and the imposed data 
rate. So, the binary data are converted into an intensity 
modulated light beam. The visible light communication 
systems use intensity modulation and direct detection 
(IM/DD) approach. For IM/DD systems, the optical intensity 
must be real-valued and non-negative. As a result of the
constraints of IM/DD, modulation schemes that are 
advantageous in radio frequency communications that may not 
be offered the same advantage in VLC. Typically, the light 
produced by the LEDs is current modulated with a baseband 
modulation signal. The baseband modulation schemes, like 
various type of On-Off Keying (OOK) modulation, Pulse 
Amplitude Modulation (PAM), and Pulse Position Modulation 
(PPM), are often applied [11]. Multicarrier modulation 
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 
Abstract— Communication applying visible light technology is 

a novel approach. Visible Light Communication (VLC) 
development is motivated by the increasing demand for wireless 
communication technologies. It has the potential to provide high-
speed data communication with good security and improved 
energy efficiency. The rapid evolution of VLC was sustained by 
the LEDs performances. The Light-Emitting-Diode (LED) 
luminaires are capable of switching to the different light intensity 
at a fast rate. This function can be used for data transmission. 
This article focuses on the physical layer of the VLC links. It 
reviews the technology, the topology of the proposed connection, 
and the benefits of this approach.  The main research trends are 
identified emphasizing state of the art in this area. It shows how 
VLC technology evolved and what are the performances achieved 
at this time. Various structures of the transmitter and receiver 
are studied, and different modulation schemes are investigated. 
Finally, numerous applications of VLC technology are presented. 
 

Index Terms—Visible light communication, Optical-wireless 
communication, Free-space optical communication, Optical 
communication equipment, Modulation techniques, Machine-to-
machine communications, Light emitting diodes, Lighting, Diode 
lasers  
 

I. INTRODUCTION 
OWADAYS, a growing increase in the traffic carried by 
the telecommunication networks, including the wireless 

networks, can be observed [1]. The novel bandwidth-hungry 
applications increase the demand for broadband internet 
services, and further innovation, research, and development in 
the new emerging communication technologies are needed. 
The required capacity of wireless data transmission is 
expected to increase exponentially in the next years.  

Radio frequency (RF) type communications are applied for 
wireless links, because of its maturity level and full 
acceptance. However, the radio frequency based wireless 
communications have some limitations. The reliability and the 
performances of the link are determined by the limited 
available spectrum and the increasing number of nodes. The 
main disadvantage is the limited bandwidth. There are also 
some scenarios where the RF caused interferences are critical, 
such as in aircraft, airports, or hospitals. So, novel wireless 
communication technologies are required. 

Meanwhile, the development of the LEDs had massive 
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growth. The revolution in the field of solid-state lighting leads 
to the replacement of fluorescent lamps by Light Emitting 
Diodes. Nowadays, LEDs are energy efficient, highly reliable, 
and have a lifetime that exceeds by far the traditional light 
sources. So, LEDs are used in more and more lighting 
applications, because of the numerous advantages, and it is 
considered that LEDs will completely replace the traditional 
lighting sources [1] - [6]. On the other hand, LEDs can be 
used not only for lighting but also for communication, because 
the light intensity can be varied, and the switching speed is 
high enough. 

Visible light communication is a new wireless 
communication technology which uses the white light not just 
for illumination purposes but also as a carrier for digital 
transmission. VLC uses the visible light (frequency 
range=430-790THz, wavelength range=380-750nm) as a 
communication medium, which offers enormous bandwidths 
free of charge, this frequency range is safe to the human body, 
it does not disturb any sensitive electrical equipment, the 
allowed power is high, and it is not limited by any law, 
because of the applied non-licensed frequency range. As a 
visible light source can be used both for illumination and 
communication; therefore, it saves the extra power that is 
required in RF communication. The applied LEDs are energy 
efficient, small size, and cost-effective. 

The basic concept is simple; the information modulates the 
intensity of the VLC transmitter. At the receiver side, a 
photosensitive element extracts the data from the detection of 
the fluctuation of the light intensity. The main advantage of 
VLC system is the application of the multifunctional device, 
which is used for lighting and data transmission same time. 
The communication link uses the existing LEDs lighting 
systems. With this approach, the implementation cost of the 
transmission link is significantly reduced. 

Additionally, VLC link offers a considerable bandwidth 
available free of charge, enabling high data rate 
communications without any RF interference. VLC 
technology can provide low-cost, high-speed, optical-wireless 
data communication. VLC is a new technology, but the 
development is fast. 
This paper aims at providing a survey to the physical layer of 
VLC technology. It presents the architecture of a VLC system, 
overviews the advantages and the disadvantages of the 
technology. This survey focuses on the applied modulation 
methods in the VLC systems. It identifies and discusses 
several top applications of VLC, pointing out the benefits of 
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VLC usage. This article does not aim with the detailed VLC 
channel modeling and the standardization of VLC technology.
The organization of this paper is as follows. Section II 
describes the architecture of VLC systems. Section III 
overviews the description of the potential applications of 
VLC. Section IV presents the state of the art of technology. 
Finally, section VI concludes the paper.  

II. VISIBLE LIGHT COMMUNICATION LINK

The VLC system consists of a VLC transmitter that 
modulates the white light produced by LEDs; a VLC receiver 
based on a photodiode that extracts the modulated signal from 
the light power, and the VLC wireless optical channel to 
connect the physically separated VLC transmitter and 
receiver. The simplified block diagram of a VLC system is 
presented in Fig 1. 

Fig.1.  VLC link structure 

A. The transmitter side 
VLC transmitter transforms data into messages that can be 

sent over the free space optical medium by using visible light. 
The primary purposes that it is a multifunctional device; it 
emits light and transmits data at the same time. On the 
transmitter side, white light is generated by the LED, and the 
light is modulated by the information. The data transmission 
must not affect the primary illumination function of the 
device. From this point of view, the VLC transmitter must be 
met with the lighting requirements. So, the same optical power 
is used, or it is allowed for dimming. The dimming level that 
is selected for the modulation should be such that it is 
supported by the illuminating LEDs. On the other hand, the 
VLC transmitter must not induce any noticeable flickering. 
The modulation should be done in a way to avoid flickering. 

Two types of white-light sources are used in solid-state 
lighting. Red-green-blue (RGB) emitter provides the white 
light applying three colors. The blue-LED on yellow-light 
emitting phosphorus layer provides white light by mixing blue 
and yellow lights. The VLC data transmitter can use both 
types, but RGB solution gets more modulation bandwidth. 
Contrary, the blue LED based device is more energy efficient 
and lower complex. Based on it, a blue LED with phosphorus 
is more popular in illumination systems. The RGB approach 
can be improved by applying a fourth color. RGBY model is 
supplemented by the yellow color, and therefore, there is not 
necessary to create complicated combinations of the 

fundamental wavelengths. As a result, the bitrate of the system 
is increased, and communication is possible on four 
independent channels. This fourth channel also improves area 
coverage [7]. 

The parameters of the VLC transmitter are mainly limited by 
the characteristics of the LEDs. The data rate depends on the 
switching abilities of the LEDs. The service area depends on 
the transmission power and the illumination angle. Currently, 
the industry produces LEDs that can offer switching 
frequencies of a few tens of megahertz. The modulation 
bandwidth is about 2.5 MHz for the white component 
generated by a blue LED with yellow phosphorus. The 
switching speed of the blue LEDs is better, and higher data 
rates are enabled [8]. So, the modulation bandwidth can be 
increased by the filtering out of the yellow element in the 
receiver when only the blue part is detected. If this filtering 
eliminates the slow response of the yellow phosphorus, 14 
MHz bandwidth can be achieved. Several other approaches are 
proposed to increase the bandwidth. Fully integrated LED 
driver design can provide high speed, low size, and 
economical power consumption solution. The 3 dB bandwidth 
of a VLC transmitter can be extended to 80 MHz applying an 
integrated driver circuit with high pass transfer function [9]. 

To achieve higher VLC data rate, LASER (Light 
Amplification by Stimulated Emission of Radiation) diode 
transmitter has been proposed and demonstrated [10]. In this 
approach, the main challenge is the contemporary lighting and 
communication features. Nowadays, it is not applied in the 
lighting system.

Different types and forms of LED are applied in various 
environments. High power LEDs or LED arrays are used in 
illustrative in-door illumination purposes. Low-power devices 
are utilized in smart-phones and other mobile devices. 

B. Modulation techniques 
At the transmitter side, a dimming or biasing circuit with 

control function is necessary. Application of microcontrollers 
is a cost-effective solution for the encoder. The 
microcontroller can be replaced by a Field Programmable 
Gate Array (FPGA) in more complex applications. FPGA 
provides enhanced performances with the help of digital signal 
processing techniques. The encoder in the transmitter converts 
the data into a modulated message and manages the switching 
of the LEDs according to the binary data and the imposed data 
rate. So, the binary data are converted into an intensity 
modulated light beam. The visible light communication 
systems use intensity modulation and direct detection 
(IM/DD) approach. For IM/DD systems, the optical intensity 
must be real-valued and non-negative. As a result of the
constraints of IM/DD, modulation schemes that are 
advantageous in radio frequency communications that may not 
be offered the same advantage in VLC. Typically, the light 
produced by the LEDs is current modulated with a baseband 
modulation signal. The baseband modulation schemes, like 
various type of On-Off Keying (OOK) modulation, Pulse 
Amplitude Modulation (PAM), and Pulse Position Modulation 
(PPM), are often applied [11]. Multicarrier modulation 
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VLC usage. This article does not aim with the detailed VLC 
channel modeling and the standardization of VLC technology.
The organization of this paper is as follows. Section II 
describes the architecture of VLC systems. Section III 
overviews the description of the potential applications of 
VLC. Section IV presents the state of the art of technology. 
Finally, section VI concludes the paper.  

II. VISIBLE LIGHT COMMUNICATION LINK

The VLC system consists of a VLC transmitter that 
modulates the white light produced by LEDs; a VLC receiver 
based on a photodiode that extracts the modulated signal from 
the light power, and the VLC wireless optical channel to 
connect the physically separated VLC transmitter and 
receiver. The simplified block diagram of a VLC system is 
presented in Fig 1. 

Fig.1.  VLC link structure 

A. The transmitter side 
VLC transmitter transforms data into messages that can be 

sent over the free space optical medium by using visible light. 
The primary purposes that it is a multifunctional device; it 
emits light and transmits data at the same time. On the 
transmitter side, white light is generated by the LED, and the 
light is modulated by the information. The data transmission 
must not affect the primary illumination function of the 
device. From this point of view, the VLC transmitter must be 
met with the lighting requirements. So, the same optical power 
is used, or it is allowed for dimming. The dimming level that 
is selected for the modulation should be such that it is 
supported by the illuminating LEDs. On the other hand, the 
VLC transmitter must not induce any noticeable flickering. 
The modulation should be done in a way to avoid flickering. 

Two types of white-light sources are used in solid-state 
lighting. Red-green-blue (RGB) emitter provides the white 
light applying three colors. The blue-LED on yellow-light 
emitting phosphorus layer provides white light by mixing blue 
and yellow lights. The VLC data transmitter can use both 
types, but RGB solution gets more modulation bandwidth. 
Contrary, the blue LED based device is more energy efficient 
and lower complex. Based on it, a blue LED with phosphorus 
is more popular in illumination systems. The RGB approach 
can be improved by applying a fourth color. RGBY model is 
supplemented by the yellow color, and therefore, there is not 
necessary to create complicated combinations of the 

fundamental wavelengths. As a result, the bitrate of the system 
is increased, and communication is possible on four 
independent channels. This fourth channel also improves area 
coverage [7]. 

The parameters of the VLC transmitter are mainly limited by 
the characteristics of the LEDs. The data rate depends on the 
switching abilities of the LEDs. The service area depends on 
the transmission power and the illumination angle. Currently, 
the industry produces LEDs that can offer switching 
frequencies of a few tens of megahertz. The modulation 
bandwidth is about 2.5 MHz for the white component 
generated by a blue LED with yellow phosphorus. The 
switching speed of the blue LEDs is better, and higher data 
rates are enabled [8]. So, the modulation bandwidth can be 
increased by the filtering out of the yellow element in the 
receiver when only the blue part is detected. If this filtering 
eliminates the slow response of the yellow phosphorus, 14 
MHz bandwidth can be achieved. Several other approaches are 
proposed to increase the bandwidth. Fully integrated LED 
driver design can provide high speed, low size, and 
economical power consumption solution. The 3 dB bandwidth 
of a VLC transmitter can be extended to 80 MHz applying an 
integrated driver circuit with high pass transfer function [9]. 

To achieve higher VLC data rate, LASER (Light 
Amplification by Stimulated Emission of Radiation) diode 
transmitter has been proposed and demonstrated [10]. In this 
approach, the main challenge is the contemporary lighting and 
communication features. Nowadays, it is not applied in the 
lighting system.

Different types and forms of LED are applied in various 
environments. High power LEDs or LED arrays are used in 
illustrative in-door illumination purposes. Low-power devices 
are utilized in smart-phones and other mobile devices. 

B. Modulation techniques 
At the transmitter side, a dimming or biasing circuit with 

control function is necessary. Application of microcontrollers 
is a cost-effective solution for the encoder. The 
microcontroller can be replaced by a Field Programmable 
Gate Array (FPGA) in more complex applications. FPGA 
provides enhanced performances with the help of digital signal 
processing techniques. The encoder in the transmitter converts 
the data into a modulated message and manages the switching 
of the LEDs according to the binary data and the imposed data 
rate. So, the binary data are converted into an intensity 
modulated light beam. The visible light communication 
systems use intensity modulation and direct detection 
(IM/DD) approach. For IM/DD systems, the optical intensity 
must be real-valued and non-negative. As a result of the
constraints of IM/DD, modulation schemes that are 
advantageous in radio frequency communications that may not 
be offered the same advantage in VLC. Typically, the light 
produced by the LEDs is current modulated with a baseband 
modulation signal. The baseband modulation schemes, like 
various type of On-Off Keying (OOK) modulation, Pulse 
Amplitude Modulation (PAM), and Pulse Position Modulation 
(PPM), are often applied [11]. Multicarrier modulation 
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VLC usage. This article does not aim with the detailed VLC 
channel modeling and the standardization of VLC technology.
The organization of this paper is as follows. Section II 
describes the architecture of VLC systems. Section III 
overviews the description of the potential applications of 
VLC. Section IV presents the state of the art of technology. 
Finally, section VI concludes the paper.  

II. VISIBLE LIGHT COMMUNICATION LINK

The VLC system consists of a VLC transmitter that 
modulates the white light produced by LEDs; a VLC receiver 
based on a photodiode that extracts the modulated signal from 
the light power, and the VLC wireless optical channel to 
connect the physically separated VLC transmitter and 
receiver. The simplified block diagram of a VLC system is 
presented in Fig 1. 

Fig.1.  VLC link structure 

A. The transmitter side 
VLC transmitter transforms data into messages that can be 

sent over the free space optical medium by using visible light. 
The primary purposes that it is a multifunctional device; it 
emits light and transmits data at the same time. On the 
transmitter side, white light is generated by the LED, and the 
light is modulated by the information. The data transmission 
must not affect the primary illumination function of the 
device. From this point of view, the VLC transmitter must be 
met with the lighting requirements. So, the same optical power 
is used, or it is allowed for dimming. The dimming level that 
is selected for the modulation should be such that it is 
supported by the illuminating LEDs. On the other hand, the 
VLC transmitter must not induce any noticeable flickering. 
The modulation should be done in a way to avoid flickering. 

Two types of white-light sources are used in solid-state 
lighting. Red-green-blue (RGB) emitter provides the white 
light applying three colors. The blue-LED on yellow-light 
emitting phosphorus layer provides white light by mixing blue 
and yellow lights. The VLC data transmitter can use both 
types, but RGB solution gets more modulation bandwidth. 
Contrary, the blue LED based device is more energy efficient 
and lower complex. Based on it, a blue LED with phosphorus 
is more popular in illumination systems. The RGB approach 
can be improved by applying a fourth color. RGBY model is 
supplemented by the yellow color, and therefore, there is not 
necessary to create complicated combinations of the 

fundamental wavelengths. As a result, the bitrate of the system 
is increased, and communication is possible on four 
independent channels. This fourth channel also improves area 
coverage [7]. 

The parameters of the VLC transmitter are mainly limited by 
the characteristics of the LEDs. The data rate depends on the 
switching abilities of the LEDs. The service area depends on 
the transmission power and the illumination angle. Currently, 
the industry produces LEDs that can offer switching 
frequencies of a few tens of megahertz. The modulation 
bandwidth is about 2.5 MHz for the white component 
generated by a blue LED with yellow phosphorus. The 
switching speed of the blue LEDs is better, and higher data 
rates are enabled [8]. So, the modulation bandwidth can be 
increased by the filtering out of the yellow element in the 
receiver when only the blue part is detected. If this filtering 
eliminates the slow response of the yellow phosphorus, 14 
MHz bandwidth can be achieved. Several other approaches are 
proposed to increase the bandwidth. Fully integrated LED 
driver design can provide high speed, low size, and 
economical power consumption solution. The 3 dB bandwidth 
of a VLC transmitter can be extended to 80 MHz applying an 
integrated driver circuit with high pass transfer function [9]. 

To achieve higher VLC data rate, LASER (Light 
Amplification by Stimulated Emission of Radiation) diode 
transmitter has been proposed and demonstrated [10]. In this 
approach, the main challenge is the contemporary lighting and 
communication features. Nowadays, it is not applied in the 
lighting system.

Different types and forms of LED are applied in various 
environments. High power LEDs or LED arrays are used in 
illustrative in-door illumination purposes. Low-power devices 
are utilized in smart-phones and other mobile devices. 

B. Modulation techniques 
At the transmitter side, a dimming or biasing circuit with 

control function is necessary. Application of microcontrollers 
is a cost-effective solution for the encoder. The 
microcontroller can be replaced by a Field Programmable 
Gate Array (FPGA) in more complex applications. FPGA 
provides enhanced performances with the help of digital signal 
processing techniques. The encoder in the transmitter converts 
the data into a modulated message and manages the switching 
of the LEDs according to the binary data and the imposed data 
rate. So, the binary data are converted into an intensity 
modulated light beam. The visible light communication 
systems use intensity modulation and direct detection 
(IM/DD) approach. For IM/DD systems, the optical intensity 
must be real-valued and non-negative. As a result of the
constraints of IM/DD, modulation schemes that are 
advantageous in radio frequency communications that may not 
be offered the same advantage in VLC. Typically, the light 
produced by the LEDs is current modulated with a baseband 
modulation signal. The baseband modulation schemes, like 
various type of On-Off Keying (OOK) modulation, Pulse 
Amplitude Modulation (PAM), and Pulse Position Modulation 
(PPM), are often applied [11]. Multicarrier modulation 
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VLC usage. This article does not aim with the detailed VLC 
channel modeling and the standardization of VLC technology.
The organization of this paper is as follows. Section II 
describes the architecture of VLC systems. Section III 
overviews the description of the potential applications of 
VLC. Section IV presents the state of the art of technology. 
Finally, section VI concludes the paper.  

II. VISIBLE LIGHT COMMUNICATION LINK

The VLC system consists of a VLC transmitter that 
modulates the white light produced by LEDs; a VLC receiver 
based on a photodiode that extracts the modulated signal from 
the light power, and the VLC wireless optical channel to 
connect the physically separated VLC transmitter and 
receiver. The simplified block diagram of a VLC system is 
presented in Fig 1. 
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A. The transmitter side 
VLC transmitter transforms data into messages that can be 

sent over the free space optical medium by using visible light. 
The primary purposes that it is a multifunctional device; it 
emits light and transmits data at the same time. On the 
transmitter side, white light is generated by the LED, and the 
light is modulated by the information. The data transmission 
must not affect the primary illumination function of the 
device. From this point of view, the VLC transmitter must be 
met with the lighting requirements. So, the same optical power 
is used, or it is allowed for dimming. The dimming level that 
is selected for the modulation should be such that it is 
supported by the illuminating LEDs. On the other hand, the 
VLC transmitter must not induce any noticeable flickering. 
The modulation should be done in a way to avoid flickering. 

Two types of white-light sources are used in solid-state 
lighting. Red-green-blue (RGB) emitter provides the white 
light applying three colors. The blue-LED on yellow-light 
emitting phosphorus layer provides white light by mixing blue 
and yellow lights. The VLC data transmitter can use both 
types, but RGB solution gets more modulation bandwidth. 
Contrary, the blue LED based device is more energy efficient 
and lower complex. Based on it, a blue LED with phosphorus 
is more popular in illumination systems. The RGB approach 
can be improved by applying a fourth color. RGBY model is 
supplemented by the yellow color, and therefore, there is not 
necessary to create complicated combinations of the 

fundamental wavelengths. As a result, the bitrate of the system 
is increased, and communication is possible on four 
independent channels. This fourth channel also improves area 
coverage [7]. 

The parameters of the VLC transmitter are mainly limited by 
the characteristics of the LEDs. The data rate depends on the 
switching abilities of the LEDs. The service area depends on 
the transmission power and the illumination angle. Currently, 
the industry produces LEDs that can offer switching 
frequencies of a few tens of megahertz. The modulation 
bandwidth is about 2.5 MHz for the white component 
generated by a blue LED with yellow phosphorus. The 
switching speed of the blue LEDs is better, and higher data 
rates are enabled [8]. So, the modulation bandwidth can be 
increased by the filtering out of the yellow element in the 
receiver when only the blue part is detected. If this filtering 
eliminates the slow response of the yellow phosphorus, 14 
MHz bandwidth can be achieved. Several other approaches are 
proposed to increase the bandwidth. Fully integrated LED 
driver design can provide high speed, low size, and 
economical power consumption solution. The 3 dB bandwidth 
of a VLC transmitter can be extended to 80 MHz applying an 
integrated driver circuit with high pass transfer function [9]. 

To achieve higher VLC data rate, LASER (Light 
Amplification by Stimulated Emission of Radiation) diode 
transmitter has been proposed and demonstrated [10]. In this 
approach, the main challenge is the contemporary lighting and 
communication features. Nowadays, it is not applied in the 
lighting system.

Different types and forms of LED are applied in various 
environments. High power LEDs or LED arrays are used in 
illustrative in-door illumination purposes. Low-power devices 
are utilized in smart-phones and other mobile devices. 

B. Modulation techniques 
At the transmitter side, a dimming or biasing circuit with 

control function is necessary. Application of microcontrollers 
is a cost-effective solution for the encoder. The 
microcontroller can be replaced by a Field Programmable 
Gate Array (FPGA) in more complex applications. FPGA 
provides enhanced performances with the help of digital signal 
processing techniques. The encoder in the transmitter converts 
the data into a modulated message and manages the switching 
of the LEDs according to the binary data and the imposed data 
rate. So, the binary data are converted into an intensity 
modulated light beam. The visible light communication 
systems use intensity modulation and direct detection 
(IM/DD) approach. For IM/DD systems, the optical intensity 
must be real-valued and non-negative. As a result of the
constraints of IM/DD, modulation schemes that are 
advantageous in radio frequency communications that may not 
be offered the same advantage in VLC. Typically, the light 
produced by the LEDs is current modulated with a baseband 
modulation signal. The baseband modulation schemes, like 
various type of On-Off Keying (OOK) modulation, Pulse 
Amplitude Modulation (PAM), and Pulse Position Modulation 
(PPM), are often applied [11]. Multicarrier modulation 
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techniques as Orthogonal Frequency Differential Modulation 
(OFDM) can be used to increase the system capacity [12]. A 
unique modulation method, called Color Shift Keying (CSK) 
is specially designed for visible light communication to 
overcome the low data rate [13].  

The baseband modulation schemes can be classified into 
pulse amplitude, pulse position, and pulse interval modulation 
depending upon the method information is encoded into the 
optical carrier. In On-Off Keying, the LEDs are turned off and 
on according to the bits in the stream; it is the same approach 
as the applied modulation in fiber optic systems. Typically, 
“1” bit is represented by the on state and "0" bit is represented 
by the off state. The LED is not turned completely off in the 
off state, because of the better modulation performance. The 
power requirement steadily decreases as the duty cycle 
decreases, but the bandwidth requirement increases. The 
implementation of OOK is easy and straightforward. The 
application of on-off keying modulation is limited by the slow 
time response of the yellow phosphor case of the blue emitter 
and yellow phosphor structure. It defines the modulation 
bandwidth. Typically, data rate up to 10 Mbps can be realized 
using NRZ (Non-Return-to-Zero) OOK with white LED [14]. 
The data transmission rate can be improved with analog 
equalization, integrated driving circuits, and blue filtering 
techniques on the receiving side [9]. 

The low data rate OOK motivated researchers to develop 
new modulation techniques to achieve higher data modulation 
rates. In the case of Pulse Width Modulation (PWM), the 
width of the pulses varies according to dimming levels. The 
different dimming levels can be varied between 0% and 100% 
by applying high PWM frequency. 

As the name suggests, the information in the Pulse 
Positioning Modulation scheme is encoded in the position of a 
pulse within a symbol. An L-PPM symbol consists of L time 
slots of equal duration. Within the symbol, all slots except the 
information bearing slot are empty. The position of this pulse 
carries information about the input bit sequence. The location 
of the pulse corresponds to the decimal value of the M-bit 
input data. So, a single pulse is presented in each symbol 
period; this scheme suffers from the problem of the low data 
rate. For smaller values of ‘L’, it is not efficient in terms of 
power and bandwidth usage. Multi-pulse PPM (MPPM) is a 
variant of PPM modulation schemes. It is more spectrally 
efficient because multiple pulses are transmitted in each 
symbol-time. A modified version of the PPM is the 
Expurgated PPM (EPPM) which was introduced to improve 
the performance of peak-power limited M-ary communication 
systems. The spectral efficiency of the MPPM and EPPM is 
less than 1, Multilevel EPPM (MEPPM) is proposed for the 
better spectral efficiency. 

Color Shift Keying is a unique modulation method in VLC 
systems to enhance the data rate. This modulation scheme is 
designed to operate with RGB LEDs to provide higher order, 
spectrally efficient modulation. Three separate LEDs (Green, 
Blue, and Red) are utilized to produce the white light. 
Modulation in CSK is realized using the intensity of the three 
colors in an RGB LED source. Data are sent on the 

instantaneous color of the RGB triplet. CSK depends on the 
color space chromaticity diagram. The constant emitted light 
guarantees an absence of flicker at all frequencies. The 
constant luminous flux of the source leads to near constant 
current drive, which in turn implies a reduced inrush current 
when modulating data, strong signal isolation from the power 
line and a reduction in inductance caused by large switching 
currents. The bit rate is decided by the symbol rate and the 
number of color points on the constellation. That means the 
frequency response of the LEDs does not limit CSK bit rate. 
The main disadvantage of this approach, which Phosphor-
based visible LEDs are more often used, and they are not 
suitable for CSK. 

The VLC link has two main challenges: the limited 
bandwidth of the LEDs and the multipath propagation. The 
typical modulation bandwidth of LEDs is around couple tens 
of MHz. Complex modulation schemes such as phase shift 
keying (PSK), quadrature amplitude modulation (QAM) or 
OFDM modulations can be used to realize a higher data rate. 
The most popular and applicable choice in VLC systems is 
OFDM since it offers improved spectral efficiency than PSK, 
QAM and it has strong robustness against the intersymbol 
interference (ISI) airing from multipath propagation or limited 
system bandwidth. 

High data rates exceeding 100 Mb/s are also attainable with 
multiple-subcarrier modulation techniques such as OFDM. 
With arrays of separately driven light sources and OFDM, 
data throughput of up to 1Gbit/s was demonstrated, applying 
methods similar to radio frequency multiple-input and 
multiple-output (MIMO) approach. Multicarrier modulation 
schemes can be more efficient than the baseband modulation 
schemes. Table I. overviews the properties of the main 
baseband modulation schemes. 

The traditional OFDM signal widely applied to RF system is 
complex and bipolar. Due to IM/DD, the signaling for the 
VLC network must be a real and unipolar. Therefore, the 
traditional OFDM signal is modified to make them real-valued 
and unipolar. There are several variations of the unipolar 
OFDM that is proposed for VLC systems such as DC-biased 
optical OFDM (DCO-OFDM), asymmetrically clipped optical 
OFDM (ACO-OFDM), unipolar OFDM (U-OFDM), pulse-
amplitude modulated discrete multitone modulation (PAM-
DMT) and flip-OFDM. DCO-OFDM adds a DC-bias to the 
bipolar OFDM signal. The required DC-bias to satisfy non-
negativity is equal to the maximum negative amplitude of the 
OFDM signal. Negative signal clipping at the zero levels is 
applied to realize ACO-OFDM, which improves the power 
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VLC usage. This article does not aim with the detailed VLC 
channel modeling and the standardization of VLC technology.
The organization of this paper is as follows. Section II 
describes the architecture of VLC systems. Section III 
overviews the description of the potential applications of 
VLC. Section IV presents the state of the art of technology. 
Finally, section VI concludes the paper.  

II. VISIBLE LIGHT COMMUNICATION LINK

The VLC system consists of a VLC transmitter that 
modulates the white light produced by LEDs; a VLC receiver 
based on a photodiode that extracts the modulated signal from 
the light power, and the VLC wireless optical channel to 
connect the physically separated VLC transmitter and 
receiver. The simplified block diagram of a VLC system is 
presented in Fig 1. 

Fig.1.  VLC link structure 

A. The transmitter side 
VLC transmitter transforms data into messages that can be 

sent over the free space optical medium by using visible light. 
The primary purposes that it is a multifunctional device; it 
emits light and transmits data at the same time. On the 
transmitter side, white light is generated by the LED, and the 
light is modulated by the information. The data transmission 
must not affect the primary illumination function of the 
device. From this point of view, the VLC transmitter must be 
met with the lighting requirements. So, the same optical power 
is used, or it is allowed for dimming. The dimming level that 
is selected for the modulation should be such that it is 
supported by the illuminating LEDs. On the other hand, the 
VLC transmitter must not induce any noticeable flickering. 
The modulation should be done in a way to avoid flickering. 

Two types of white-light sources are used in solid-state 
lighting. Red-green-blue (RGB) emitter provides the white 
light applying three colors. The blue-LED on yellow-light 
emitting phosphorus layer provides white light by mixing blue 
and yellow lights. The VLC data transmitter can use both 
types, but RGB solution gets more modulation bandwidth. 
Contrary, the blue LED based device is more energy efficient 
and lower complex. Based on it, a blue LED with phosphorus 
is more popular in illumination systems. The RGB approach 
can be improved by applying a fourth color. RGBY model is 
supplemented by the yellow color, and therefore, there is not 
necessary to create complicated combinations of the 

fundamental wavelengths. As a result, the bitrate of the system 
is increased, and communication is possible on four 
independent channels. This fourth channel also improves area 
coverage [7]. 

The parameters of the VLC transmitter are mainly limited by 
the characteristics of the LEDs. The data rate depends on the 
switching abilities of the LEDs. The service area depends on 
the transmission power and the illumination angle. Currently, 
the industry produces LEDs that can offer switching 
frequencies of a few tens of megahertz. The modulation 
bandwidth is about 2.5 MHz for the white component 
generated by a blue LED with yellow phosphorus. The 
switching speed of the blue LEDs is better, and higher data 
rates are enabled [8]. So, the modulation bandwidth can be 
increased by the filtering out of the yellow element in the 
receiver when only the blue part is detected. If this filtering 
eliminates the slow response of the yellow phosphorus, 14 
MHz bandwidth can be achieved. Several other approaches are 
proposed to increase the bandwidth. Fully integrated LED 
driver design can provide high speed, low size, and 
economical power consumption solution. The 3 dB bandwidth 
of a VLC transmitter can be extended to 80 MHz applying an 
integrated driver circuit with high pass transfer function [9]. 

To achieve higher VLC data rate, LASER (Light 
Amplification by Stimulated Emission of Radiation) diode 
transmitter has been proposed and demonstrated [10]. In this 
approach, the main challenge is the contemporary lighting and 
communication features. Nowadays, it is not applied in the 
lighting system.

Different types and forms of LED are applied in various 
environments. High power LEDs or LED arrays are used in 
illustrative in-door illumination purposes. Low-power devices 
are utilized in smart-phones and other mobile devices. 

B. Modulation techniques 
At the transmitter side, a dimming or biasing circuit with 

control function is necessary. Application of microcontrollers 
is a cost-effective solution for the encoder. The 
microcontroller can be replaced by a Field Programmable 
Gate Array (FPGA) in more complex applications. FPGA 
provides enhanced performances with the help of digital signal 
processing techniques. The encoder in the transmitter converts 
the data into a modulated message and manages the switching 
of the LEDs according to the binary data and the imposed data 
rate. So, the binary data are converted into an intensity 
modulated light beam. The visible light communication 
systems use intensity modulation and direct detection 
(IM/DD) approach. For IM/DD systems, the optical intensity 
must be real-valued and non-negative. As a result of the
constraints of IM/DD, modulation schemes that are 
advantageous in radio frequency communications that may not 
be offered the same advantage in VLC. Typically, the light 
produced by the LEDs is current modulated with a baseband 
modulation signal. The baseband modulation schemes, like 
various type of On-Off Keying (OOK) modulation, Pulse 
Amplitude Modulation (PAM), and Pulse Position Modulation 
(PPM), are often applied [11]. Multicarrier modulation 
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transmitter side, white light is generated by the LED, and the 
light is modulated by the information. The data transmission 
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lighting. Red-green-blue (RGB) emitter provides the white 
light applying three colors. The blue-LED on yellow-light 
emitting phosphorus layer provides white light by mixing blue 
and yellow lights. The VLC data transmitter can use both 
types, but RGB solution gets more modulation bandwidth. 
Contrary, the blue LED based device is more energy efficient 
and lower complex. Based on it, a blue LED with phosphorus 
is more popular in illumination systems. The RGB approach 
can be improved by applying a fourth color. RGBY model is 
supplemented by the yellow color, and therefore, there is not 
necessary to create complicated combinations of the 

fundamental wavelengths. As a result, the bitrate of the system 
is increased, and communication is possible on four 
independent channels. This fourth channel also improves area 
coverage [7]. 

The parameters of the VLC transmitter are mainly limited by 
the characteristics of the LEDs. The data rate depends on the 
switching abilities of the LEDs. The service area depends on 
the transmission power and the illumination angle. Currently, 
the industry produces LEDs that can offer switching 
frequencies of a few tens of megahertz. The modulation 
bandwidth is about 2.5 MHz for the white component 
generated by a blue LED with yellow phosphorus. The 
switching speed of the blue LEDs is better, and higher data 
rates are enabled [8]. So, the modulation bandwidth can be 
increased by the filtering out of the yellow element in the 
receiver when only the blue part is detected. If this filtering 
eliminates the slow response of the yellow phosphorus, 14 
MHz bandwidth can be achieved. Several other approaches are 
proposed to increase the bandwidth. Fully integrated LED 
driver design can provide high speed, low size, and 
economical power consumption solution. The 3 dB bandwidth 
of a VLC transmitter can be extended to 80 MHz applying an 
integrated driver circuit with high pass transfer function [9]. 

To achieve higher VLC data rate, LASER (Light 
Amplification by Stimulated Emission of Radiation) diode 
transmitter has been proposed and demonstrated [10]. In this 
approach, the main challenge is the contemporary lighting and 
communication features. Nowadays, it is not applied in the 
lighting system.

Different types and forms of LED are applied in various 
environments. High power LEDs or LED arrays are used in 
illustrative in-door illumination purposes. Low-power devices 
are utilized in smart-phones and other mobile devices. 

B. Modulation techniques 
At the transmitter side, a dimming or biasing circuit with 

control function is necessary. Application of microcontrollers 
is a cost-effective solution for the encoder. The 
microcontroller can be replaced by a Field Programmable 
Gate Array (FPGA) in more complex applications. FPGA 
provides enhanced performances with the help of digital signal 
processing techniques. The encoder in the transmitter converts 
the data into a modulated message and manages the switching 
of the LEDs according to the binary data and the imposed data 
rate. So, the binary data are converted into an intensity 
modulated light beam. The visible light communication 
systems use intensity modulation and direct detection 
(IM/DD) approach. For IM/DD systems, the optical intensity 
must be real-valued and non-negative. As a result of the
constraints of IM/DD, modulation schemes that are 
advantageous in radio frequency communications that may not 
be offered the same advantage in VLC. Typically, the light 
produced by the LEDs is current modulated with a baseband 
modulation signal. The baseband modulation schemes, like 
various type of On-Off Keying (OOK) modulation, Pulse 
Amplitude Modulation (PAM), and Pulse Position Modulation 
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techniques as Orthogonal Frequency Differential Modulation 
(OFDM) can be used to increase the system capacity [12]. A 
unique modulation method, called Color Shift Keying (CSK) 
is specially designed for visible light communication to 
overcome the low data rate [13].  

The baseband modulation schemes can be classified into 
pulse amplitude, pulse position, and pulse interval modulation 
depending upon the method information is encoded into the 
optical carrier. In On-Off Keying, the LEDs are turned off and 
on according to the bits in the stream; it is the same approach 
as the applied modulation in fiber optic systems. Typically, 
“1” bit is represented by the on state and "0" bit is represented 
by the off state. The LED is not turned completely off in the 
off state, because of the better modulation performance. The 
power requirement steadily decreases as the duty cycle 
decreases, but the bandwidth requirement increases. The 
implementation of OOK is easy and straightforward. The 
application of on-off keying modulation is limited by the slow 
time response of the yellow phosphor case of the blue emitter 
and yellow phosphor structure. It defines the modulation 
bandwidth. Typically, data rate up to 10 Mbps can be realized 
using NRZ (Non-Return-to-Zero) OOK with white LED [14]. 
The data transmission rate can be improved with analog 
equalization, integrated driving circuits, and blue filtering 
techniques on the receiving side [9]. 

The low data rate OOK motivated researchers to develop 
new modulation techniques to achieve higher data modulation 
rates. In the case of Pulse Width Modulation (PWM), the 
width of the pulses varies according to dimming levels. The 
different dimming levels can be varied between 0% and 100% 
by applying high PWM frequency. 

As the name suggests, the information in the Pulse 
Positioning Modulation scheme is encoded in the position of a 
pulse within a symbol. An L-PPM symbol consists of L time 
slots of equal duration. Within the symbol, all slots except the 
information bearing slot are empty. The position of this pulse 
carries information about the input bit sequence. The location 
of the pulse corresponds to the decimal value of the M-bit 
input data. So, a single pulse is presented in each symbol 
period; this scheme suffers from the problem of the low data 
rate. For smaller values of ‘L’, it is not efficient in terms of 
power and bandwidth usage. Multi-pulse PPM (MPPM) is a 
variant of PPM modulation schemes. It is more spectrally 
efficient because multiple pulses are transmitted in each 
symbol-time. A modified version of the PPM is the 
Expurgated PPM (EPPM) which was introduced to improve 
the performance of peak-power limited M-ary communication 
systems. The spectral efficiency of the MPPM and EPPM is 
less than 1, Multilevel EPPM (MEPPM) is proposed for the 
better spectral efficiency. 

Color Shift Keying is a unique modulation method in VLC 
systems to enhance the data rate. This modulation scheme is 
designed to operate with RGB LEDs to provide higher order, 
spectrally efficient modulation. Three separate LEDs (Green, 
Blue, and Red) are utilized to produce the white light. 
Modulation in CSK is realized using the intensity of the three 
colors in an RGB LED source. Data are sent on the 

instantaneous color of the RGB triplet. CSK depends on the 
color space chromaticity diagram. The constant emitted light 
guarantees an absence of flicker at all frequencies. The 
constant luminous flux of the source leads to near constant 
current drive, which in turn implies a reduced inrush current 
when modulating data, strong signal isolation from the power 
line and a reduction in inductance caused by large switching 
currents. The bit rate is decided by the symbol rate and the 
number of color points on the constellation. That means the 
frequency response of the LEDs does not limit CSK bit rate. 
The main disadvantage of this approach, which Phosphor-
based visible LEDs are more often used, and they are not 
suitable for CSK. 

The VLC link has two main challenges: the limited 
bandwidth of the LEDs and the multipath propagation. The 
typical modulation bandwidth of LEDs is around couple tens 
of MHz. Complex modulation schemes such as phase shift 
keying (PSK), quadrature amplitude modulation (QAM) or 
OFDM modulations can be used to realize a higher data rate. 
The most popular and applicable choice in VLC systems is 
OFDM since it offers improved spectral efficiency than PSK, 
QAM and it has strong robustness against the intersymbol 
interference (ISI) airing from multipath propagation or limited 
system bandwidth. 

High data rates exceeding 100 Mb/s are also attainable with 
multiple-subcarrier modulation techniques such as OFDM. 
With arrays of separately driven light sources and OFDM, 
data throughput of up to 1Gbit/s was demonstrated, applying 
methods similar to radio frequency multiple-input and 
multiple-output (MIMO) approach. Multicarrier modulation 
schemes can be more efficient than the baseband modulation 
schemes. Table I. overviews the properties of the main 
baseband modulation schemes. 

The traditional OFDM signal widely applied to RF system is 
complex and bipolar. Due to IM/DD, the signaling for the 
VLC network must be a real and unipolar. Therefore, the 
traditional OFDM signal is modified to make them real-valued 
and unipolar. There are several variations of the unipolar 
OFDM that is proposed for VLC systems such as DC-biased 
optical OFDM (DCO-OFDM), asymmetrically clipped optical 
OFDM (ACO-OFDM), unipolar OFDM (U-OFDM), pulse-
amplitude modulated discrete multitone modulation (PAM-
DMT) and flip-OFDM. DCO-OFDM adds a DC-bias to the 
bipolar OFDM signal. The required DC-bias to satisfy non-
negativity is equal to the maximum negative amplitude of the 
OFDM signal. Negative signal clipping at the zero levels is 
applied to realize ACO-OFDM, which improves the power 

TABLE I 
PROPERTIES OF BASEBAND MODULATION SCHEMES 

 Data rate SNR BER 

OOK medium low high 
PWM very low high low 
PPM low high medium 
MPPM high medium high 
CSK medium medium medium 
MIMO OFDM very high high low 
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time response of the yellow phosphor case of the blue emitter 
and yellow phosphor structure. It defines the modulation 
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The data transmission rate can be improved with analog 
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techniques on the receiving side [9]. 
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new modulation techniques to achieve higher data modulation 
rates. In the case of Pulse Width Modulation (PWM), the 
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different dimming levels can be varied between 0% and 100% 
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As the name suggests, the information in the Pulse 
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slots of equal duration. Within the symbol, all slots except the 
information bearing slot are empty. The position of this pulse 
carries information about the input bit sequence. The location 
of the pulse corresponds to the decimal value of the M-bit 
input data. So, a single pulse is presented in each symbol 
period; this scheme suffers from the problem of the low data 
rate. For smaller values of ‘L’, it is not efficient in terms of 
power and bandwidth usage. Multi-pulse PPM (MPPM) is a 
variant of PPM modulation schemes. It is more spectrally 
efficient because multiple pulses are transmitted in each 
symbol-time. A modified version of the PPM is the 
Expurgated PPM (EPPM) which was introduced to improve 
the performance of peak-power limited M-ary communication 
systems. The spectral efficiency of the MPPM and EPPM is 
less than 1, Multilevel EPPM (MEPPM) is proposed for the 
better spectral efficiency. 

Color Shift Keying is a unique modulation method in VLC 
systems to enhance the data rate. This modulation scheme is 
designed to operate with RGB LEDs to provide higher order, 
spectrally efficient modulation. Three separate LEDs (Green, 
Blue, and Red) are utilized to produce the white light. 
Modulation in CSK is realized using the intensity of the three 
colors in an RGB LED source. Data are sent on the 

instantaneous color of the RGB triplet. CSK depends on the 
color space chromaticity diagram. The constant emitted light 
guarantees an absence of flicker at all frequencies. The 
constant luminous flux of the source leads to near constant 
current drive, which in turn implies a reduced inrush current 
when modulating data, strong signal isolation from the power 
line and a reduction in inductance caused by large switching 
currents. The bit rate is decided by the symbol rate and the 
number of color points on the constellation. That means the 
frequency response of the LEDs does not limit CSK bit rate. 
The main disadvantage of this approach, which Phosphor-
based visible LEDs are more often used, and they are not 
suitable for CSK. 
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bandwidth of the LEDs and the multipath propagation. The 
typical modulation bandwidth of LEDs is around couple tens 
of MHz. Complex modulation schemes such as phase shift 
keying (PSK), quadrature amplitude modulation (QAM) or 
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The most popular and applicable choice in VLC systems is 
OFDM since it offers improved spectral efficiency than PSK, 
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interference (ISI) airing from multipath propagation or limited 
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system bandwidth. 

High data rates exceeding 100 Mb/s are also attainable with 
multiple-subcarrier modulation techniques such as OFDM. 
With arrays of separately driven light sources and OFDM, 
data throughput of up to 1Gbit/s was demonstrated, applying 
methods similar to radio frequency multiple-input and 
multiple-output (MIMO) approach. Multicarrier modulation 
schemes can be more efficient than the baseband modulation 
schemes. Table I. overviews the properties of the main 
baseband modulation schemes. 

The traditional OFDM signal widely applied to RF system is 
complex and bipolar. Due to IM/DD, the signaling for the 
VLC network must be a real and unipolar. Therefore, the 
traditional OFDM signal is modified to make them real-valued 
and unipolar. There are several variations of the unipolar 
OFDM that is proposed for VLC systems such as DC-biased 
optical OFDM (DCO-OFDM), asymmetrically clipped optical 
OFDM (ACO-OFDM), unipolar OFDM (U-OFDM), pulse-
amplitude modulated discrete multitone modulation (PAM-
DMT) and flip-OFDM. DCO-OFDM adds a DC-bias to the 
bipolar OFDM signal. The required DC-bias to satisfy non-
negativity is equal to the maximum negative amplitude of the 
OFDM signal. Negative signal clipping at the zero levels is 
applied to realize ACO-OFDM, which improves the power 

TABLE I 
PROPERTIES OF BASEBAND MODULATION SCHEMES 

 Data rate SNR BER 

OOK medium low high 
PWM very low high low 
PPM low high medium 
MPPM high medium high 
CSK medium medium medium 
MIMO OFDM very high high low 
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efficiency of the unipolar OFDM modulation format. Since 
only odd subcarrier is modulated, the ACO-OFDM has only 
the half the spectral efficiency of DCO-OFDM. However, 
there is no information loss when the signal is clipped, 
because of the anti-symmetry of the modulated signal. Pulse 
amplitude modulated discrete multitoned is similar to ACO-
OFDM [15], but the subcarriers are modulated by PAM. In a 
PAM-DMT system, there is no DC bias. All of the subcarriers 
are modulated, but the modulation uses only the imaginary 
part of the subcarrier [16]. Thus the spectral efficiency is the 
same as ACO-OFDM. Although it has limited spectral 
efficiency, it is more power efficient than DCO-OFDM, 
because it also has an anti-symmetry (Hermitian symmetry). 
Unipolar OFDM (U-OFDM) is almost the same concept 
named Flip-OFDM. In this case, the negative and the positive 
part of the real bipolar OFDM signal are extracted. Hence, 
Hermitian-symmetry is preserved. The polarity of the harmful 
components of the symbol is inverted before the transmission 
of both positive and negative elements in a consecutive 
OFDM symbol. Table II summarizes the properties of the 
OFDM schemes. 

C. The receiver side 
The VLC receiver extracts the data from the modulated 

light beam.  The optical lens at the receiver collects and 
concentrates the incoming light to a photo-detecting element. 
Imaging and non-imaging receivers may be used. The 
detection bandwidth is typically higher than the limit of the 
transmitter and channel dispersion. In mobile devices, like 
smartphones, tablets, low-cost photodiode, or optical sensor is 
applied. At the output of the IM/DD link, the light power is 
converted to current by the photodiode. The produced current 
signal is proportional to the intensity of the incident wave and 
depends on the photodiodes spectral sensitivity. 

So, the photodiode transforms the light into an electrical 
signal that will be demodulated and decoded by the embedded 
decoder module. Depending on the required performances and 
the cost constraints, the decoder can be a microcontroller or an 
FPGA. The VLC receivers are based on typically a reverse 
biased photodiode operating in a photoconductive mode which 
has high bandwidth and offers the possibility of high-speed 
communications. At the electrical output of the receiver, 
significant interference can be observed, because of the other 
artificial or natural light sources. An optical filter can enhance 
the performances of the VLC receiver. The optical filter 
decreases the unwanted spectrum components. Moreover, in 
high-speed applications using white LEDs, the optical filter 
allows only the passage of narrowband radiation, 
corresponding to the blue color.  

The effect of the interferences can also be reduced by 
narrowing the receiver field of view (FOV), but it influences 
the service area. If wider FOV is applied, a more extensive 
service area can be supported. But more noise is captured, and 
the Signal to Noise Ratio (SNR) is degraded. Indoor short-
range applications require increased mobility, and narrow 
FOV approach is not useful in these scenarios. In case of 
outdoor long range applications, the narrow FOV is a practical 
solution, because the long-range link induces small angles, 
anyhow. A narrow FOV improves the robustness of the VLC 
system again, the noise due to daylight or from other VLC 
transmitters [17]. The FOV of the whole receiver is 
determined by the FOV of the optical focusing system, which 
concentrates the light on the photodetector by using a lens.  

Similarly, the performances of the system can be enhanced 
by increasing the area of the photodetector. However, if the 
area of the photodetector is large, its capacitance is also 
increased. The capacitance and the load resistor limit the 
available bandwidth. The applied photodetectors area 
represents a trade-off between SNR and bandwidth. The 
generated photocurrent is low, and a transimpedance circuit is 
used to transform the small current into voltage. The 
transimpedance solution offers a trade-off between the gain-
bandwidth product and noise. 

The output voltage of the transimpedance circuit is 
amplified and filtered to remove high and low-frequency 
noises, and the DC component. Finally, the data processing 
unit decodes the information from the reconstructed signal 
obtaining the binary message. 

D. The VLC channel 
The transmitter and the receiver are interconnected through 

the free space optical communication channel. Practically, the 
visible light is an electromagnetic wave; as any 
electromagnetic radiation, the intensity of the visible light 
decreases with the square root of the distance as it passes 
through the channel. This paper does not aim with the detailed 
VLC channel modeling; just a short overview is included.  

An optical wave propagating in an unguided medium has to 
go through many constituents, which are different types in 
different environments.  The molecules and aerosols are the 
main absorbers in the atmosphere. On the other hand, water 
molecules, chlorophyll, colored dissolved organic and 
suspended particulate matters; dissolved salts affect the 
propagation in the underwater medium. These constituents 
cause the optical wave to get scattered and absorbed, which in 
turn results in the degradation and attenuation of the received 
optical signal. 

The VLC transmission channel is affected by numerous 
sources of optical noise. In the daytime, the most critical noise 
source is the sun. Other sources of noise are represented by 
other VLC transmitters or any source of light with or without 
data transmission capabilities. In outdoor environments, the 
weather causes more problems for VLC applications. The rain, 
snow, or dense fog includes water particles. It causes 
scattering of the light containing the data and affects the 
performance of the VLC link. The noise sources and the low 

TABLE II 
PROPERTIES OF OFDM SCHEMES  

 power 
efficiency 

spectral 
efficiency 

Hermitian 
symmetry 

DCO OFDM good good anti-symmetry 
ACO-OFDM improved half anti-symmetry 
PAM-DMT 
flip-OFDM  improved half anti-symmetry 
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efficiency of the unipolar OFDM modulation format. Since 
only odd subcarrier is modulated, the ACO-OFDM has only 
the half the spectral efficiency of DCO-OFDM. However, 
there is no information loss when the signal is clipped, 
because of the anti-symmetry of the modulated signal. Pulse 
amplitude modulated discrete multitoned is similar to ACO-
OFDM [15], but the subcarriers are modulated by PAM. In a 
PAM-DMT system, there is no DC bias. All of the subcarriers 
are modulated, but the modulation uses only the imaginary 
part of the subcarrier [16]. Thus the spectral efficiency is the 
same as ACO-OFDM. Although it has limited spectral 
efficiency, it is more power efficient than DCO-OFDM, 
because it also has an anti-symmetry (Hermitian symmetry). 
Unipolar OFDM (U-OFDM) is almost the same concept 
named Flip-OFDM. In this case, the negative and the positive 
part of the real bipolar OFDM signal are extracted. Hence, 
Hermitian-symmetry is preserved. The polarity of the harmful 
components of the symbol is inverted before the transmission 
of both positive and negative elements in a consecutive 
OFDM symbol. Table II summarizes the properties of the 
OFDM schemes. 

C. The receiver side 
The VLC receiver extracts the data from the modulated 

light beam.  The optical lens at the receiver collects and 
concentrates the incoming light to a photo-detecting element. 
Imaging and non-imaging receivers may be used. The 
detection bandwidth is typically higher than the limit of the 
transmitter and channel dispersion. In mobile devices, like 
smartphones, tablets, low-cost photodiode, or optical sensor is 
applied. At the output of the IM/DD link, the light power is 
converted to current by the photodiode. The produced current 
signal is proportional to the intensity of the incident wave and 
depends on the photodiodes spectral sensitivity. 

So, the photodiode transforms the light into an electrical 
signal that will be demodulated and decoded by the embedded 
decoder module. Depending on the required performances and 
the cost constraints, the decoder can be a microcontroller or an 
FPGA. The VLC receivers are based on typically a reverse 
biased photodiode operating in a photoconductive mode which 
has high bandwidth and offers the possibility of high-speed 
communications. At the electrical output of the receiver, 
significant interference can be observed, because of the other 
artificial or natural light sources. An optical filter can enhance 
the performances of the VLC receiver. The optical filter 
decreases the unwanted spectrum components. Moreover, in 
high-speed applications using white LEDs, the optical filter 
allows only the passage of narrowband radiation, 
corresponding to the blue color.  

The effect of the interferences can also be reduced by 
narrowing the receiver field of view (FOV), but it influences 
the service area. If wider FOV is applied, a more extensive 
service area can be supported. But more noise is captured, and 
the Signal to Noise Ratio (SNR) is degraded. Indoor short-
range applications require increased mobility, and narrow 
FOV approach is not useful in these scenarios. In case of 
outdoor long range applications, the narrow FOV is a practical 
solution, because the long-range link induces small angles, 
anyhow. A narrow FOV improves the robustness of the VLC 
system again, the noise due to daylight or from other VLC 
transmitters [17]. The FOV of the whole receiver is 
determined by the FOV of the optical focusing system, which 
concentrates the light on the photodetector by using a lens.  

Similarly, the performances of the system can be enhanced 
by increasing the area of the photodetector. However, if the 
area of the photodetector is large, its capacitance is also 
increased. The capacitance and the load resistor limit the 
available bandwidth. The applied photodetectors area 
represents a trade-off between SNR and bandwidth. The 
generated photocurrent is low, and a transimpedance circuit is 
used to transform the small current into voltage. The 
transimpedance solution offers a trade-off between the gain-
bandwidth product and noise. 

The output voltage of the transimpedance circuit is 
amplified and filtered to remove high and low-frequency 
noises, and the DC component. Finally, the data processing 
unit decodes the information from the reconstructed signal 
obtaining the binary message. 

D. The VLC channel 
The transmitter and the receiver are interconnected through 

the free space optical communication channel. Practically, the 
visible light is an electromagnetic wave; as any 
electromagnetic radiation, the intensity of the visible light 
decreases with the square root of the distance as it passes 
through the channel. This paper does not aim with the detailed 
VLC channel modeling; just a short overview is included.  

An optical wave propagating in an unguided medium has to 
go through many constituents, which are different types in 
different environments.  The molecules and aerosols are the 
main absorbers in the atmosphere. On the other hand, water 
molecules, chlorophyll, colored dissolved organic and 
suspended particulate matters; dissolved salts affect the 
propagation in the underwater medium. These constituents 
cause the optical wave to get scattered and absorbed, which in 
turn results in the degradation and attenuation of the received 
optical signal. 

The VLC transmission channel is affected by numerous 
sources of optical noise. In the daytime, the most critical noise 
source is the sun. Other sources of noise are represented by 
other VLC transmitters or any source of light with or without 
data transmission capabilities. In outdoor environments, the 
weather causes more problems for VLC applications. The rain, 
snow, or dense fog includes water particles. It causes 
scattering of the light containing the data and affects the 
performance of the VLC link. The noise sources and the low 

TABLE II 
PROPERTIES OF OFDM SCHEMES  

 power 
efficiency 

spectral 
efficiency 

Hermitian 
symmetry 

DCO OFDM good good anti-symmetry 
ACO-OFDM improved half anti-symmetry 
PAM-DMT 
flip-OFDM  improved half anti-symmetry 

 
 
 

Eszter Udvary : Visible Light Communication 
 

3 

techniques as Orthogonal Frequency Differential Modulation 
(OFDM) can be used to increase the system capacity [12]. A 
unique modulation method, called Color Shift Keying (CSK) 
is specially designed for visible light communication to 
overcome the low data rate [13].  

The baseband modulation schemes can be classified into 
pulse amplitude, pulse position, and pulse interval modulation 
depending upon the method information is encoded into the 
optical carrier. In On-Off Keying, the LEDs are turned off and 
on according to the bits in the stream; it is the same approach 
as the applied modulation in fiber optic systems. Typically, 
“1” bit is represented by the on state and "0" bit is represented 
by the off state. The LED is not turned completely off in the 
off state, because of the better modulation performance. The 
power requirement steadily decreases as the duty cycle 
decreases, but the bandwidth requirement increases. The 
implementation of OOK is easy and straightforward. The 
application of on-off keying modulation is limited by the slow 
time response of the yellow phosphor case of the blue emitter 
and yellow phosphor structure. It defines the modulation 
bandwidth. Typically, data rate up to 10 Mbps can be realized 
using NRZ (Non-Return-to-Zero) OOK with white LED [14]. 
The data transmission rate can be improved with analog 
equalization, integrated driving circuits, and blue filtering 
techniques on the receiving side [9]. 

The low data rate OOK motivated researchers to develop 
new modulation techniques to achieve higher data modulation 
rates. In the case of Pulse Width Modulation (PWM), the 
width of the pulses varies according to dimming levels. The 
different dimming levels can be varied between 0% and 100% 
by applying high PWM frequency. 

As the name suggests, the information in the Pulse 
Positioning Modulation scheme is encoded in the position of a 
pulse within a symbol. An L-PPM symbol consists of L time 
slots of equal duration. Within the symbol, all slots except the 
information bearing slot are empty. The position of this pulse 
carries information about the input bit sequence. The location 
of the pulse corresponds to the decimal value of the M-bit 
input data. So, a single pulse is presented in each symbol 
period; this scheme suffers from the problem of the low data 
rate. For smaller values of ‘L’, it is not efficient in terms of 
power and bandwidth usage. Multi-pulse PPM (MPPM) is a 
variant of PPM modulation schemes. It is more spectrally 
efficient because multiple pulses are transmitted in each 
symbol-time. A modified version of the PPM is the 
Expurgated PPM (EPPM) which was introduced to improve 
the performance of peak-power limited M-ary communication 
systems. The spectral efficiency of the MPPM and EPPM is 
less than 1, Multilevel EPPM (MEPPM) is proposed for the 
better spectral efficiency. 

Color Shift Keying is a unique modulation method in VLC 
systems to enhance the data rate. This modulation scheme is 
designed to operate with RGB LEDs to provide higher order, 
spectrally efficient modulation. Three separate LEDs (Green, 
Blue, and Red) are utilized to produce the white light. 
Modulation in CSK is realized using the intensity of the three 
colors in an RGB LED source. Data are sent on the 

instantaneous color of the RGB triplet. CSK depends on the 
color space chromaticity diagram. The constant emitted light 
guarantees an absence of flicker at all frequencies. The 
constant luminous flux of the source leads to near constant 
current drive, which in turn implies a reduced inrush current 
when modulating data, strong signal isolation from the power 
line and a reduction in inductance caused by large switching 
currents. The bit rate is decided by the symbol rate and the 
number of color points on the constellation. That means the 
frequency response of the LEDs does not limit CSK bit rate. 
The main disadvantage of this approach, which Phosphor-
based visible LEDs are more often used, and they are not 
suitable for CSK. 

The VLC link has two main challenges: the limited 
bandwidth of the LEDs and the multipath propagation. The 
typical modulation bandwidth of LEDs is around couple tens 
of MHz. Complex modulation schemes such as phase shift 
keying (PSK), quadrature amplitude modulation (QAM) or 
OFDM modulations can be used to realize a higher data rate. 
The most popular and applicable choice in VLC systems is 
OFDM since it offers improved spectral efficiency than PSK, 
QAM and it has strong robustness against the intersymbol 
interference (ISI) airing from multipath propagation or limited 
system bandwidth. 

High data rates exceeding 100 Mb/s are also attainable with 
multiple-subcarrier modulation techniques such as OFDM. 
With arrays of separately driven light sources and OFDM, 
data throughput of up to 1Gbit/s was demonstrated, applying 
methods similar to radio frequency multiple-input and 
multiple-output (MIMO) approach. Multicarrier modulation 
schemes can be more efficient than the baseband modulation 
schemes. Table I. overviews the properties of the main 
baseband modulation schemes. 

The traditional OFDM signal widely applied to RF system is 
complex and bipolar. Due to IM/DD, the signaling for the 
VLC network must be a real and unipolar. Therefore, the 
traditional OFDM signal is modified to make them real-valued 
and unipolar. There are several variations of the unipolar 
OFDM that is proposed for VLC systems such as DC-biased 
optical OFDM (DCO-OFDM), asymmetrically clipped optical 
OFDM (ACO-OFDM), unipolar OFDM (U-OFDM), pulse-
amplitude modulated discrete multitone modulation (PAM-
DMT) and flip-OFDM. DCO-OFDM adds a DC-bias to the 
bipolar OFDM signal. The required DC-bias to satisfy non-
negativity is equal to the maximum negative amplitude of the 
OFDM signal. Negative signal clipping at the zero levels is 
applied to realize ACO-OFDM, which improves the power 

TABLE I 
PROPERTIES OF BASEBAND MODULATION SCHEMES 

 Data rate SNR BER 

OOK medium low high 
PWM very low high low 
PPM low high medium 
MPPM high medium high 
CSK medium medium medium 
MIMO OFDM very high high low 
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efficiency of the unipolar OFDM modulation format. Since 
only odd subcarrier is modulated, the ACO-OFDM has only 
the half the spectral efficiency of DCO-OFDM. However, 
there is no information loss when the signal is clipped, 
because of the anti-symmetry of the modulated signal. Pulse 
amplitude modulated discrete multitoned is similar to ACO-
OFDM [15], but the subcarriers are modulated by PAM. In a 
PAM-DMT system, there is no DC bias. All of the subcarriers 
are modulated, but the modulation uses only the imaginary 
part of the subcarrier [16]. Thus the spectral efficiency is the 
same as ACO-OFDM. Although it has limited spectral 
efficiency, it is more power efficient than DCO-OFDM, 
because it also has an anti-symmetry (Hermitian symmetry). 
Unipolar OFDM (U-OFDM) is almost the same concept 
named Flip-OFDM. In this case, the negative and the positive 
part of the real bipolar OFDM signal are extracted. Hence, 
Hermitian-symmetry is preserved. The polarity of the harmful 
components of the symbol is inverted before the transmission 
of both positive and negative elements in a consecutive 
OFDM symbol. Table II summarizes the properties of the 
OFDM schemes. 

C. The receiver side 
The VLC receiver extracts the data from the modulated 

light beam.  The optical lens at the receiver collects and 
concentrates the incoming light to a photo-detecting element. 
Imaging and non-imaging receivers may be used. The 
detection bandwidth is typically higher than the limit of the 
transmitter and channel dispersion. In mobile devices, like 
smartphones, tablets, low-cost photodiode, or optical sensor is 
applied. At the output of the IM/DD link, the light power is 
converted to current by the photodiode. The produced current 
signal is proportional to the intensity of the incident wave and 
depends on the photodiodes spectral sensitivity. 

So, the photodiode transforms the light into an electrical 
signal that will be demodulated and decoded by the embedded 
decoder module. Depending on the required performances and 
the cost constraints, the decoder can be a microcontroller or an 
FPGA. The VLC receivers are based on typically a reverse 
biased photodiode operating in a photoconductive mode which 
has high bandwidth and offers the possibility of high-speed 
communications. At the electrical output of the receiver, 
significant interference can be observed, because of the other 
artificial or natural light sources. An optical filter can enhance 
the performances of the VLC receiver. The optical filter 
decreases the unwanted spectrum components. Moreover, in 
high-speed applications using white LEDs, the optical filter 
allows only the passage of narrowband radiation, 
corresponding to the blue color.  

The effect of the interferences can also be reduced by 
narrowing the receiver field of view (FOV), but it influences 
the service area. If wider FOV is applied, a more extensive 
service area can be supported. But more noise is captured, and 
the Signal to Noise Ratio (SNR) is degraded. Indoor short-
range applications require increased mobility, and narrow 
FOV approach is not useful in these scenarios. In case of 
outdoor long range applications, the narrow FOV is a practical 
solution, because the long-range link induces small angles, 
anyhow. A narrow FOV improves the robustness of the VLC 
system again, the noise due to daylight or from other VLC 
transmitters [17]. The FOV of the whole receiver is 
determined by the FOV of the optical focusing system, which 
concentrates the light on the photodetector by using a lens.  

Similarly, the performances of the system can be enhanced 
by increasing the area of the photodetector. However, if the 
area of the photodetector is large, its capacitance is also 
increased. The capacitance and the load resistor limit the 
available bandwidth. The applied photodetectors area 
represents a trade-off between SNR and bandwidth. The 
generated photocurrent is low, and a transimpedance circuit is 
used to transform the small current into voltage. The 
transimpedance solution offers a trade-off between the gain-
bandwidth product and noise. 

The output voltage of the transimpedance circuit is 
amplified and filtered to remove high and low-frequency 
noises, and the DC component. Finally, the data processing 
unit decodes the information from the reconstructed signal 
obtaining the binary message. 

D. The VLC channel 
The transmitter and the receiver are interconnected through 

the free space optical communication channel. Practically, the 
visible light is an electromagnetic wave; as any 
electromagnetic radiation, the intensity of the visible light 
decreases with the square root of the distance as it passes 
through the channel. This paper does not aim with the detailed 
VLC channel modeling; just a short overview is included.  

An optical wave propagating in an unguided medium has to 
go through many constituents, which are different types in 
different environments.  The molecules and aerosols are the 
main absorbers in the atmosphere. On the other hand, water 
molecules, chlorophyll, colored dissolved organic and 
suspended particulate matters; dissolved salts affect the 
propagation in the underwater medium. These constituents 
cause the optical wave to get scattered and absorbed, which in 
turn results in the degradation and attenuation of the received 
optical signal. 

The VLC transmission channel is affected by numerous 
sources of optical noise. In the daytime, the most critical noise 
source is the sun. Other sources of noise are represented by 
other VLC transmitters or any source of light with or without 
data transmission capabilities. In outdoor environments, the 
weather causes more problems for VLC applications. The rain, 
snow, or dense fog includes water particles. It causes 
scattering of the light containing the data and affects the 
performance of the VLC link. The noise sources and the low 

TABLE II 
PROPERTIES OF OFDM SCHEMES  

 power 
efficiency 

spectral 
efficiency 

Hermitian 
symmetry 

DCO OFDM good good anti-symmetry 
ACO-OFDM improved half anti-symmetry 
PAM-DMT 
flip-OFDM  improved half anti-symmetry 
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efficiency of the unipolar OFDM modulation format. Since 
only odd subcarrier is modulated, the ACO-OFDM has only 
the half the spectral efficiency of DCO-OFDM. However, 
there is no information loss when the signal is clipped, 
because of the anti-symmetry of the modulated signal. Pulse 
amplitude modulated discrete multitoned is similar to ACO-
OFDM [15], but the subcarriers are modulated by PAM. In a 
PAM-DMT system, there is no DC bias. All of the subcarriers 
are modulated, but the modulation uses only the imaginary 
part of the subcarrier [16]. Thus the spectral efficiency is the 
same as ACO-OFDM. Although it has limited spectral 
efficiency, it is more power efficient than DCO-OFDM, 
because it also has an anti-symmetry (Hermitian symmetry). 
Unipolar OFDM (U-OFDM) is almost the same concept 
named Flip-OFDM. In this case, the negative and the positive 
part of the real bipolar OFDM signal are extracted. Hence, 
Hermitian-symmetry is preserved. The polarity of the harmful 
components of the symbol is inverted before the transmission 
of both positive and negative elements in a consecutive 
OFDM symbol. Table II summarizes the properties of the 
OFDM schemes. 

C. The receiver side 
The VLC receiver extracts the data from the modulated 

light beam.  The optical lens at the receiver collects and 
concentrates the incoming light to a photo-detecting element. 
Imaging and non-imaging receivers may be used. The 
detection bandwidth is typically higher than the limit of the 
transmitter and channel dispersion. In mobile devices, like 
smartphones, tablets, low-cost photodiode, or optical sensor is 
applied. At the output of the IM/DD link, the light power is 
converted to current by the photodiode. The produced current 
signal is proportional to the intensity of the incident wave and 
depends on the photodiodes spectral sensitivity. 

So, the photodiode transforms the light into an electrical 
signal that will be demodulated and decoded by the embedded 
decoder module. Depending on the required performances and 
the cost constraints, the decoder can be a microcontroller or an 
FPGA. The VLC receivers are based on typically a reverse 
biased photodiode operating in a photoconductive mode which 
has high bandwidth and offers the possibility of high-speed 
communications. At the electrical output of the receiver, 
significant interference can be observed, because of the other 
artificial or natural light sources. An optical filter can enhance 
the performances of the VLC receiver. The optical filter 
decreases the unwanted spectrum components. Moreover, in 
high-speed applications using white LEDs, the optical filter 
allows only the passage of narrowband radiation, 
corresponding to the blue color.  

The effect of the interferences can also be reduced by 
narrowing the receiver field of view (FOV), but it influences 
the service area. If wider FOV is applied, a more extensive 
service area can be supported. But more noise is captured, and 
the Signal to Noise Ratio (SNR) is degraded. Indoor short-
range applications require increased mobility, and narrow 
FOV approach is not useful in these scenarios. In case of 
outdoor long range applications, the narrow FOV is a practical 
solution, because the long-range link induces small angles, 
anyhow. A narrow FOV improves the robustness of the VLC 
system again, the noise due to daylight or from other VLC 
transmitters [17]. The FOV of the whole receiver is 
determined by the FOV of the optical focusing system, which 
concentrates the light on the photodetector by using a lens.  

Similarly, the performances of the system can be enhanced 
by increasing the area of the photodetector. However, if the 
area of the photodetector is large, its capacitance is also 
increased. The capacitance and the load resistor limit the 
available bandwidth. The applied photodetectors area 
represents a trade-off between SNR and bandwidth. The 
generated photocurrent is low, and a transimpedance circuit is 
used to transform the small current into voltage. The 
transimpedance solution offers a trade-off between the gain-
bandwidth product and noise. 

The output voltage of the transimpedance circuit is 
amplified and filtered to remove high and low-frequency 
noises, and the DC component. Finally, the data processing 
unit decodes the information from the reconstructed signal 
obtaining the binary message. 

D. The VLC channel 
The transmitter and the receiver are interconnected through 

the free space optical communication channel. Practically, the 
visible light is an electromagnetic wave; as any 
electromagnetic radiation, the intensity of the visible light 
decreases with the square root of the distance as it passes 
through the channel. This paper does not aim with the detailed 
VLC channel modeling; just a short overview is included.  

An optical wave propagating in an unguided medium has to 
go through many constituents, which are different types in 
different environments.  The molecules and aerosols are the 
main absorbers in the atmosphere. On the other hand, water 
molecules, chlorophyll, colored dissolved organic and 
suspended particulate matters; dissolved salts affect the 
propagation in the underwater medium. These constituents 
cause the optical wave to get scattered and absorbed, which in 
turn results in the degradation and attenuation of the received 
optical signal. 

The VLC transmission channel is affected by numerous 
sources of optical noise. In the daytime, the most critical noise 
source is the sun. Other sources of noise are represented by 
other VLC transmitters or any source of light with or without 
data transmission capabilities. In outdoor environments, the 
weather causes more problems for VLC applications. The rain, 
snow, or dense fog includes water particles. It causes 
scattering of the light containing the data and affects the 
performance of the VLC link. The noise sources and the low 
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techniques as Orthogonal Frequency Differential Modulation 
(OFDM) can be used to increase the system capacity [12]. A 
unique modulation method, called Color Shift Keying (CSK) 
is specially designed for visible light communication to 
overcome the low data rate [13].  

The baseband modulation schemes can be classified into 
pulse amplitude, pulse position, and pulse interval modulation 
depending upon the method information is encoded into the 
optical carrier. In On-Off Keying, the LEDs are turned off and 
on according to the bits in the stream; it is the same approach 
as the applied modulation in fiber optic systems. Typically, 
“1” bit is represented by the on state and "0" bit is represented 
by the off state. The LED is not turned completely off in the 
off state, because of the better modulation performance. The 
power requirement steadily decreases as the duty cycle 
decreases, but the bandwidth requirement increases. The 
implementation of OOK is easy and straightforward. The 
application of on-off keying modulation is limited by the slow 
time response of the yellow phosphor case of the blue emitter 
and yellow phosphor structure. It defines the modulation 
bandwidth. Typically, data rate up to 10 Mbps can be realized 
using NRZ (Non-Return-to-Zero) OOK with white LED [14]. 
The data transmission rate can be improved with analog 
equalization, integrated driving circuits, and blue filtering 
techniques on the receiving side [9]. 

The low data rate OOK motivated researchers to develop 
new modulation techniques to achieve higher data modulation 
rates. In the case of Pulse Width Modulation (PWM), the 
width of the pulses varies according to dimming levels. The 
different dimming levels can be varied between 0% and 100% 
by applying high PWM frequency. 

As the name suggests, the information in the Pulse 
Positioning Modulation scheme is encoded in the position of a 
pulse within a symbol. An L-PPM symbol consists of L time 
slots of equal duration. Within the symbol, all slots except the 
information bearing slot are empty. The position of this pulse 
carries information about the input bit sequence. The location 
of the pulse corresponds to the decimal value of the M-bit 
input data. So, a single pulse is presented in each symbol 
period; this scheme suffers from the problem of the low data 
rate. For smaller values of ‘L’, it is not efficient in terms of 
power and bandwidth usage. Multi-pulse PPM (MPPM) is a 
variant of PPM modulation schemes. It is more spectrally 
efficient because multiple pulses are transmitted in each 
symbol-time. A modified version of the PPM is the 
Expurgated PPM (EPPM) which was introduced to improve 
the performance of peak-power limited M-ary communication 
systems. The spectral efficiency of the MPPM and EPPM is 
less than 1, Multilevel EPPM (MEPPM) is proposed for the 
better spectral efficiency. 

Color Shift Keying is a unique modulation method in VLC 
systems to enhance the data rate. This modulation scheme is 
designed to operate with RGB LEDs to provide higher order, 
spectrally efficient modulation. Three separate LEDs (Green, 
Blue, and Red) are utilized to produce the white light. 
Modulation in CSK is realized using the intensity of the three 
colors in an RGB LED source. Data are sent on the 

instantaneous color of the RGB triplet. CSK depends on the 
color space chromaticity diagram. The constant emitted light 
guarantees an absence of flicker at all frequencies. The 
constant luminous flux of the source leads to near constant 
current drive, which in turn implies a reduced inrush current 
when modulating data, strong signal isolation from the power 
line and a reduction in inductance caused by large switching 
currents. The bit rate is decided by the symbol rate and the 
number of color points on the constellation. That means the 
frequency response of the LEDs does not limit CSK bit rate. 
The main disadvantage of this approach, which Phosphor-
based visible LEDs are more often used, and they are not 
suitable for CSK. 

The VLC link has two main challenges: the limited 
bandwidth of the LEDs and the multipath propagation. The 
typical modulation bandwidth of LEDs is around couple tens 
of MHz. Complex modulation schemes such as phase shift 
keying (PSK), quadrature amplitude modulation (QAM) or 
OFDM modulations can be used to realize a higher data rate. 
The most popular and applicable choice in VLC systems is 
OFDM since it offers improved spectral efficiency than PSK, 
QAM and it has strong robustness against the intersymbol 
interference (ISI) airing from multipath propagation or limited 
system bandwidth. 

High data rates exceeding 100 Mb/s are also attainable with 
multiple-subcarrier modulation techniques such as OFDM. 
With arrays of separately driven light sources and OFDM, 
data throughput of up to 1Gbit/s was demonstrated, applying 
methods similar to radio frequency multiple-input and 
multiple-output (MIMO) approach. Multicarrier modulation 
schemes can be more efficient than the baseband modulation 
schemes. Table I. overviews the properties of the main 
baseband modulation schemes. 

The traditional OFDM signal widely applied to RF system is 
complex and bipolar. Due to IM/DD, the signaling for the 
VLC network must be a real and unipolar. Therefore, the 
traditional OFDM signal is modified to make them real-valued 
and unipolar. There are several variations of the unipolar 
OFDM that is proposed for VLC systems such as DC-biased 
optical OFDM (DCO-OFDM), asymmetrically clipped optical 
OFDM (ACO-OFDM), unipolar OFDM (U-OFDM), pulse-
amplitude modulated discrete multitone modulation (PAM-
DMT) and flip-OFDM. DCO-OFDM adds a DC-bias to the 
bipolar OFDM signal. The required DC-bias to satisfy non-
negativity is equal to the maximum negative amplitude of the 
OFDM signal. Negative signal clipping at the zero levels is 
applied to realize ACO-OFDM, which improves the power 

TABLE I 
PROPERTIES OF BASEBAND MODULATION SCHEMES 

 Data rate SNR BER 

OOK medium low high 
PWM very low high low 
PPM low high medium 
MPPM high medium high 
CSK medium medium medium 
MIMO OFDM very high high low 
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efficiency of the unipolar OFDM modulation format. Since 
only odd subcarrier is modulated, the ACO-OFDM has only 
the half the spectral efficiency of DCO-OFDM. However, 
there is no information loss when the signal is clipped, 
because of the anti-symmetry of the modulated signal. Pulse 
amplitude modulated discrete multitoned is similar to ACO-
OFDM [15], but the subcarriers are modulated by PAM. In a 
PAM-DMT system, there is no DC bias. All of the subcarriers 
are modulated, but the modulation uses only the imaginary 
part of the subcarrier [16]. Thus the spectral efficiency is the 
same as ACO-OFDM. Although it has limited spectral 
efficiency, it is more power efficient than DCO-OFDM, 
because it also has an anti-symmetry (Hermitian symmetry). 
Unipolar OFDM (U-OFDM) is almost the same concept 
named Flip-OFDM. In this case, the negative and the positive 
part of the real bipolar OFDM signal are extracted. Hence, 
Hermitian-symmetry is preserved. The polarity of the harmful 
components of the symbol is inverted before the transmission 
of both positive and negative elements in a consecutive 
OFDM symbol. Table II summarizes the properties of the 
OFDM schemes. 

C. The receiver side 
The VLC receiver extracts the data from the modulated 

light beam.  The optical lens at the receiver collects and 
concentrates the incoming light to a photo-detecting element. 
Imaging and non-imaging receivers may be used. The 
detection bandwidth is typically higher than the limit of the 
transmitter and channel dispersion. In mobile devices, like 
smartphones, tablets, low-cost photodiode, or optical sensor is 
applied. At the output of the IM/DD link, the light power is 
converted to current by the photodiode. The produced current 
signal is proportional to the intensity of the incident wave and 
depends on the photodiodes spectral sensitivity. 

So, the photodiode transforms the light into an electrical 
signal that will be demodulated and decoded by the embedded 
decoder module. Depending on the required performances and 
the cost constraints, the decoder can be a microcontroller or an 
FPGA. The VLC receivers are based on typically a reverse 
biased photodiode operating in a photoconductive mode which 
has high bandwidth and offers the possibility of high-speed 
communications. At the electrical output of the receiver, 
significant interference can be observed, because of the other 
artificial or natural light sources. An optical filter can enhance 
the performances of the VLC receiver. The optical filter 
decreases the unwanted spectrum components. Moreover, in 
high-speed applications using white LEDs, the optical filter 
allows only the passage of narrowband radiation, 
corresponding to the blue color.  

The effect of the interferences can also be reduced by 
narrowing the receiver field of view (FOV), but it influences 
the service area. If wider FOV is applied, a more extensive 
service area can be supported. But more noise is captured, and 
the Signal to Noise Ratio (SNR) is degraded. Indoor short-
range applications require increased mobility, and narrow 
FOV approach is not useful in these scenarios. In case of 
outdoor long range applications, the narrow FOV is a practical 
solution, because the long-range link induces small angles, 
anyhow. A narrow FOV improves the robustness of the VLC 
system again, the noise due to daylight or from other VLC 
transmitters [17]. The FOV of the whole receiver is 
determined by the FOV of the optical focusing system, which 
concentrates the light on the photodetector by using a lens.  

Similarly, the performances of the system can be enhanced 
by increasing the area of the photodetector. However, if the 
area of the photodetector is large, its capacitance is also 
increased. The capacitance and the load resistor limit the 
available bandwidth. The applied photodetectors area 
represents a trade-off between SNR and bandwidth. The 
generated photocurrent is low, and a transimpedance circuit is 
used to transform the small current into voltage. The 
transimpedance solution offers a trade-off between the gain-
bandwidth product and noise. 

The output voltage of the transimpedance circuit is 
amplified and filtered to remove high and low-frequency 
noises, and the DC component. Finally, the data processing 
unit decodes the information from the reconstructed signal 
obtaining the binary message. 

D. The VLC channel 
The transmitter and the receiver are interconnected through 

the free space optical communication channel. Practically, the 
visible light is an electromagnetic wave; as any 
electromagnetic radiation, the intensity of the visible light 
decreases with the square root of the distance as it passes 
through the channel. This paper does not aim with the detailed 
VLC channel modeling; just a short overview is included.  

An optical wave propagating in an unguided medium has to 
go through many constituents, which are different types in 
different environments.  The molecules and aerosols are the 
main absorbers in the atmosphere. On the other hand, water 
molecules, chlorophyll, colored dissolved organic and 
suspended particulate matters; dissolved salts affect the 
propagation in the underwater medium. These constituents 
cause the optical wave to get scattered and absorbed, which in 
turn results in the degradation and attenuation of the received 
optical signal. 

The VLC transmission channel is affected by numerous 
sources of optical noise. In the daytime, the most critical noise 
source is the sun. Other sources of noise are represented by 
other VLC transmitters or any source of light with or without 
data transmission capabilities. In outdoor environments, the 
weather causes more problems for VLC applications. The rain, 
snow, or dense fog includes water particles. It causes 
scattering of the light containing the data and affects the 
performance of the VLC link. The noise sources and the low 
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efficiency of the unipolar OFDM modulation format. Since 
only odd subcarrier is modulated, the ACO-OFDM has only 
the half the spectral efficiency of DCO-OFDM. However, 
there is no information loss when the signal is clipped, 
because of the anti-symmetry of the modulated signal. Pulse 
amplitude modulated discrete multitoned is similar to ACO-
OFDM [15], but the subcarriers are modulated by PAM. In a 
PAM-DMT system, there is no DC bias. All of the subcarriers 
are modulated, but the modulation uses only the imaginary 
part of the subcarrier [16]. Thus the spectral efficiency is the 
same as ACO-OFDM. Although it has limited spectral 
efficiency, it is more power efficient than DCO-OFDM, 
because it also has an anti-symmetry (Hermitian symmetry). 
Unipolar OFDM (U-OFDM) is almost the same concept 
named Flip-OFDM. In this case, the negative and the positive 
part of the real bipolar OFDM signal are extracted. Hence, 
Hermitian-symmetry is preserved. The polarity of the harmful 
components of the symbol is inverted before the transmission 
of both positive and negative elements in a consecutive 
OFDM symbol. Table II summarizes the properties of the 
OFDM schemes. 

C. The receiver side 
The VLC receiver extracts the data from the modulated 

light beam.  The optical lens at the receiver collects and 
concentrates the incoming light to a photo-detecting element. 
Imaging and non-imaging receivers may be used. The 
detection bandwidth is typically higher than the limit of the 
transmitter and channel dispersion. In mobile devices, like 
smartphones, tablets, low-cost photodiode, or optical sensor is 
applied. At the output of the IM/DD link, the light power is 
converted to current by the photodiode. The produced current 
signal is proportional to the intensity of the incident wave and 
depends on the photodiodes spectral sensitivity. 

So, the photodiode transforms the light into an electrical 
signal that will be demodulated and decoded by the embedded 
decoder module. Depending on the required performances and 
the cost constraints, the decoder can be a microcontroller or an 
FPGA. The VLC receivers are based on typically a reverse 
biased photodiode operating in a photoconductive mode which 
has high bandwidth and offers the possibility of high-speed 
communications. At the electrical output of the receiver, 
significant interference can be observed, because of the other 
artificial or natural light sources. An optical filter can enhance 
the performances of the VLC receiver. The optical filter 
decreases the unwanted spectrum components. Moreover, in 
high-speed applications using white LEDs, the optical filter 
allows only the passage of narrowband radiation, 
corresponding to the blue color.  

The effect of the interferences can also be reduced by 
narrowing the receiver field of view (FOV), but it influences 
the service area. If wider FOV is applied, a more extensive 
service area can be supported. But more noise is captured, and 
the Signal to Noise Ratio (SNR) is degraded. Indoor short-
range applications require increased mobility, and narrow 
FOV approach is not useful in these scenarios. In case of 
outdoor long range applications, the narrow FOV is a practical 
solution, because the long-range link induces small angles, 
anyhow. A narrow FOV improves the robustness of the VLC 
system again, the noise due to daylight or from other VLC 
transmitters [17]. The FOV of the whole receiver is 
determined by the FOV of the optical focusing system, which 
concentrates the light on the photodetector by using a lens.  

Similarly, the performances of the system can be enhanced 
by increasing the area of the photodetector. However, if the 
area of the photodetector is large, its capacitance is also 
increased. The capacitance and the load resistor limit the 
available bandwidth. The applied photodetectors area 
represents a trade-off between SNR and bandwidth. The 
generated photocurrent is low, and a transimpedance circuit is 
used to transform the small current into voltage. The 
transimpedance solution offers a trade-off between the gain-
bandwidth product and noise. 

The output voltage of the transimpedance circuit is 
amplified and filtered to remove high and low-frequency 
noises, and the DC component. Finally, the data processing 
unit decodes the information from the reconstructed signal 
obtaining the binary message. 

D. The VLC channel 
The transmitter and the receiver are interconnected through 

the free space optical communication channel. Practically, the 
visible light is an electromagnetic wave; as any 
electromagnetic radiation, the intensity of the visible light 
decreases with the square root of the distance as it passes 
through the channel. This paper does not aim with the detailed 
VLC channel modeling; just a short overview is included.  

An optical wave propagating in an unguided medium has to 
go through many constituents, which are different types in 
different environments.  The molecules and aerosols are the 
main absorbers in the atmosphere. On the other hand, water 
molecules, chlorophyll, colored dissolved organic and 
suspended particulate matters; dissolved salts affect the 
propagation in the underwater medium. These constituents 
cause the optical wave to get scattered and absorbed, which in 
turn results in the degradation and attenuation of the received 
optical signal. 

The VLC transmission channel is affected by numerous 
sources of optical noise. In the daytime, the most critical noise 
source is the sun. Other sources of noise are represented by 
other VLC transmitters or any source of light with or without 
data transmission capabilities. In outdoor environments, the 
weather causes more problems for VLC applications. The rain, 
snow, or dense fog includes water particles. It causes 
scattering of the light containing the data and affects the 
performance of the VLC link. The noise sources and the low 
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signals significantly degrade the SNR in VLC, especially at a 
long distance link. There are several possibilities for 
enhancing the SNR at the receiver, like optical filtering, the 
adequate design of the optical system, or adaptive electrical 
gain and filtering. 

The turbulence is the random refractive index in time and 
space due to the circulation of air or water, which cause 
fluctuation in the received signal. The turbulence is developed 
mainly by the variations in the temperature, pressure, and 
humidity. The applied formulations for turbulence power 
spectra are various in different environments such as 
atmosphere, space, and underwater. The average intensity and 
the scintillation index are often calculated based on the Rytov 
method and the extended Huygens-Fresnel principle. Effects 
of different optical beam profiles, the transmitter and the 
receiver aperture averaging to reduce the turbulence 
degradation can also be taken into account [18]. 

In VLC link the multipath propagation is experienced 
mainly at indoor short transmitter-receiver distances [19] and 
unique scenarios as underwater and vehicular applications. 
Besides the LOS component, there are a large number of 
reflections among ceiling, walls, and floor as well as any other 
objects within the environment. The rays of light hit the other 
walls and are reflected towards the receiver. The receiver can 
only detect the rays entering its field of view. The detailed 
channel model of visible light communication system takes 
into account the position, size, and shape of the obstacle in the 
illumination area of the light source [20]. Same results can be 
observed within the marine environment. The reflection 
characteristics of the sea surface and sea bottom, as well as the 
presence of human and human-made objects, determine the 
communication [21]. In the vehicular applications, the primary 
reflectors are the other cars which are located in the next lanes 
[22]. 

III.  PURPOSES OF THE VISIBLE LIGHT COMMUNICATION 

A. VLC advantages 
VLC can be considered to be the next generation of wireless 

communications, because of the unique characteristics and 
advantages. VLC can solve some of the problems of RF 
communication. The benefit of VLC comes from the benefits 
of the visible light. High bandwidth can be used for free of 
charge, which allows high data rates, unlicensed spectrum, and 
safety for the human body and high-precision electronic 
equipment. From the point of security, VLC is also better than 
radio frequency communication. Besides these advantages, 
VLC is a low-cost technology, and the implementation is 
straightforward as it uses the same infrastructure than a 
lighting system. 

1) High bandwidth 
The RF communications have up to 300 GHz available 

bandwidth, which is used for different types of applications, 
and consequently, the networks are often saturated. Both 
radio- and television broadcasting, GSM (Global System for 
Mobile Communications, formerly Groupe Spécial Mobile), 
satellite communications, military applications, etc. use the 

same RF frequency range. The extension of the bandwidth is 
costly, and sometimes it is not possible, at all. On the other 
hand, the complexity of the higher frequency equipment 
increases, and the devices are expensive. Most of the 
frequency ranges are licensed; the available bandwidth in 
unlicensed frequency ranges is limited. 

VLC uses the visible light spectrum, which is between 380 
and 780 THz; it adds 400 THz available bandwidth for the 
wireless communications. The VLC can use worldwide an 
unregulated and almost unlimited bandwidth offering multi-
Gb/s data rates. 

2)  Unrestricted technology 
In social environments, like hospitals or aircraft the radio 

frequency communication is restricted. The reason that RF 
communication may cause malfunctions of the high precision 
electronic equipment. Light communication does not affect 
any RF signal or equipment, because of the elimination of 
electromagnetic interference. So, VLC is safe for these places. 

3) Security 
There is no wireless communication method without risking 

of eavesdropping. Only quantum communication wireless 
channel can discover the presence of an eavesdropper, based 
on the photon statistic [23]. But, compared with radio 
frequency wireless communication approaches, the visible 
optical-wireless link provides higher security against 
eavesdropping, because the light cannot penetrate through 
walls. The main security limitation of indoor VLC channel is 
the point when the wall is open. The common weakness is the 
window. When the eavesdropper is in a LOS position, it and 
can receive the signal via the window [24]. The VLC 
transmitters are located near the window are more endangered. 
But, far VLC transmitters can also be affected via reflections 
from the walls and indoor equipment. On the other hand, 
theoretical eavesdropping of VLC based communications is a 
possibility through keyholes and door gaps. So, careful and 
adequate planning of the system is required in sensitive areas. 
However, VLC technique provides higher security than other 
radio frequency wireless links. Based on it, the VLC link is 
suitable in military applications or areas of high security. 

4) Low implementation cost 
There are three main reasons for the lower price of VLC 

compared with other wireless technologies. First, RF systems 
use a regulated band. Contrary, the visible light is in an 
unlicensed region of the electromagnetic spectrum. The 
implementation cost is significantly reduced because there is 
no cost for a license. Secondly, VLC will rely on existing 
infrastructures that are already accepted and widespread across 
the world. So, VLC is simple, without requiring complex 
modifications on the existing infrastructure. It also decreases 
the implementation cost. The third aspect is its reduced 
complexity. VLC primarily uses LED transmitters and 
photodiode receivers; these components are inexpensive. 

5) Green wireless communication technology 
The natural resource consumption and climate 

deteriorations are increasing as the Earth’s population are 
growing, and human society is developing. Greenhouse gas 
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efficiency of the unipolar OFDM modulation format. Since 
only odd subcarrier is modulated, the ACO-OFDM has only 
the half the spectral efficiency of DCO-OFDM. However, 
there is no information loss when the signal is clipped, 
because of the anti-symmetry of the modulated signal. Pulse 
amplitude modulated discrete multitoned is similar to ACO-
OFDM [15], but the subcarriers are modulated by PAM. In a 
PAM-DMT system, there is no DC bias. All of the subcarriers 
are modulated, but the modulation uses only the imaginary 
part of the subcarrier [16]. Thus the spectral efficiency is the 
same as ACO-OFDM. Although it has limited spectral 
efficiency, it is more power efficient than DCO-OFDM, 
because it also has an anti-symmetry (Hermitian symmetry). 
Unipolar OFDM (U-OFDM) is almost the same concept 
named Flip-OFDM. In this case, the negative and the positive 
part of the real bipolar OFDM signal are extracted. Hence, 
Hermitian-symmetry is preserved. The polarity of the harmful 
components of the symbol is inverted before the transmission 
of both positive and negative elements in a consecutive 
OFDM symbol. Table II summarizes the properties of the 
OFDM schemes. 

C. The receiver side 
The VLC receiver extracts the data from the modulated 

light beam.  The optical lens at the receiver collects and 
concentrates the incoming light to a photo-detecting element. 
Imaging and non-imaging receivers may be used. The 
detection bandwidth is typically higher than the limit of the 
transmitter and channel dispersion. In mobile devices, like 
smartphones, tablets, low-cost photodiode, or optical sensor is 
applied. At the output of the IM/DD link, the light power is 
converted to current by the photodiode. The produced current 
signal is proportional to the intensity of the incident wave and 
depends on the photodiodes spectral sensitivity. 

So, the photodiode transforms the light into an electrical 
signal that will be demodulated and decoded by the embedded 
decoder module. Depending on the required performances and 
the cost constraints, the decoder can be a microcontroller or an 
FPGA. The VLC receivers are based on typically a reverse 
biased photodiode operating in a photoconductive mode which 
has high bandwidth and offers the possibility of high-speed 
communications. At the electrical output of the receiver, 
significant interference can be observed, because of the other 
artificial or natural light sources. An optical filter can enhance 
the performances of the VLC receiver. The optical filter 
decreases the unwanted spectrum components. Moreover, in 
high-speed applications using white LEDs, the optical filter 
allows only the passage of narrowband radiation, 
corresponding to the blue color.  

The effect of the interferences can also be reduced by 
narrowing the receiver field of view (FOV), but it influences 
the service area. If wider FOV is applied, a more extensive 
service area can be supported. But more noise is captured, and 
the Signal to Noise Ratio (SNR) is degraded. Indoor short-
range applications require increased mobility, and narrow 
FOV approach is not useful in these scenarios. In case of 
outdoor long range applications, the narrow FOV is a practical 
solution, because the long-range link induces small angles, 
anyhow. A narrow FOV improves the robustness of the VLC 
system again, the noise due to daylight or from other VLC 
transmitters [17]. The FOV of the whole receiver is 
determined by the FOV of the optical focusing system, which 
concentrates the light on the photodetector by using a lens.  

Similarly, the performances of the system can be enhanced 
by increasing the area of the photodetector. However, if the 
area of the photodetector is large, its capacitance is also 
increased. The capacitance and the load resistor limit the 
available bandwidth. The applied photodetectors area 
represents a trade-off between SNR and bandwidth. The 
generated photocurrent is low, and a transimpedance circuit is 
used to transform the small current into voltage. The 
transimpedance solution offers a trade-off between the gain-
bandwidth product and noise. 

The output voltage of the transimpedance circuit is 
amplified and filtered to remove high and low-frequency 
noises, and the DC component. Finally, the data processing 
unit decodes the information from the reconstructed signal 
obtaining the binary message. 

D. The VLC channel 
The transmitter and the receiver are interconnected through 

the free space optical communication channel. Practically, the 
visible light is an electromagnetic wave; as any 
electromagnetic radiation, the intensity of the visible light 
decreases with the square root of the distance as it passes 
through the channel. This paper does not aim with the detailed 
VLC channel modeling; just a short overview is included.  

An optical wave propagating in an unguided medium has to 
go through many constituents, which are different types in 
different environments.  The molecules and aerosols are the 
main absorbers in the atmosphere. On the other hand, water 
molecules, chlorophyll, colored dissolved organic and 
suspended particulate matters; dissolved salts affect the 
propagation in the underwater medium. These constituents 
cause the optical wave to get scattered and absorbed, which in 
turn results in the degradation and attenuation of the received 
optical signal. 

The VLC transmission channel is affected by numerous 
sources of optical noise. In the daytime, the most critical noise 
source is the sun. Other sources of noise are represented by 
other VLC transmitters or any source of light with or without 
data transmission capabilities. In outdoor environments, the 
weather causes more problems for VLC applications. The rain, 
snow, or dense fog includes water particles. It causes 
scattering of the light containing the data and affects the 
performance of the VLC link. The noise sources and the low 
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signals significantly degrade the SNR in VLC, especially at a 
long distance link. There are several possibilities for 
enhancing the SNR at the receiver, like optical filtering, the 
adequate design of the optical system, or adaptive electrical 
gain and filtering. 

The turbulence is the random refractive index in time and 
space due to the circulation of air or water, which cause 
fluctuation in the received signal. The turbulence is developed 
mainly by the variations in the temperature, pressure, and 
humidity. The applied formulations for turbulence power 
spectra are various in different environments such as 
atmosphere, space, and underwater. The average intensity and 
the scintillation index are often calculated based on the Rytov 
method and the extended Huygens-Fresnel principle. Effects 
of different optical beam profiles, the transmitter and the 
receiver aperture averaging to reduce the turbulence 
degradation can also be taken into account [18]. 

In VLC link the multipath propagation is experienced 
mainly at indoor short transmitter-receiver distances [19] and 
unique scenarios as underwater and vehicular applications. 
Besides the LOS component, there are a large number of 
reflections among ceiling, walls, and floor as well as any other 
objects within the environment. The rays of light hit the other 
walls and are reflected towards the receiver. The receiver can 
only detect the rays entering its field of view. The detailed 
channel model of visible light communication system takes 
into account the position, size, and shape of the obstacle in the 
illumination area of the light source [20]. Same results can be 
observed within the marine environment. The reflection 
characteristics of the sea surface and sea bottom, as well as the 
presence of human and human-made objects, determine the 
communication [21]. In the vehicular applications, the primary 
reflectors are the other cars which are located in the next lanes 
[22]. 

III.  PURPOSES OF THE VISIBLE LIGHT COMMUNICATION 

A. VLC advantages 
VLC can be considered to be the next generation of wireless 

communications, because of the unique characteristics and 
advantages. VLC can solve some of the problems of RF 
communication. The benefit of VLC comes from the benefits 
of the visible light. High bandwidth can be used for free of 
charge, which allows high data rates, unlicensed spectrum, and 
safety for the human body and high-precision electronic 
equipment. From the point of security, VLC is also better than 
radio frequency communication. Besides these advantages, 
VLC is a low-cost technology, and the implementation is 
straightforward as it uses the same infrastructure than a 
lighting system. 

1) High bandwidth 
The RF communications have up to 300 GHz available 

bandwidth, which is used for different types of applications, 
and consequently, the networks are often saturated. Both 
radio- and television broadcasting, GSM (Global System for 
Mobile Communications, formerly Groupe Spécial Mobile), 
satellite communications, military applications, etc. use the 

same RF frequency range. The extension of the bandwidth is 
costly, and sometimes it is not possible, at all. On the other 
hand, the complexity of the higher frequency equipment 
increases, and the devices are expensive. Most of the 
frequency ranges are licensed; the available bandwidth in 
unlicensed frequency ranges is limited. 

VLC uses the visible light spectrum, which is between 380 
and 780 THz; it adds 400 THz available bandwidth for the 
wireless communications. The VLC can use worldwide an 
unregulated and almost unlimited bandwidth offering multi-
Gb/s data rates. 

2)  Unrestricted technology 
In social environments, like hospitals or aircraft the radio 

frequency communication is restricted. The reason that RF 
communication may cause malfunctions of the high precision 
electronic equipment. Light communication does not affect 
any RF signal or equipment, because of the elimination of 
electromagnetic interference. So, VLC is safe for these places. 

3) Security 
There is no wireless communication method without risking 

of eavesdropping. Only quantum communication wireless 
channel can discover the presence of an eavesdropper, based 
on the photon statistic [23]. But, compared with radio 
frequency wireless communication approaches, the visible 
optical-wireless link provides higher security against 
eavesdropping, because the light cannot penetrate through 
walls. The main security limitation of indoor VLC channel is 
the point when the wall is open. The common weakness is the 
window. When the eavesdropper is in a LOS position, it and 
can receive the signal via the window [24]. The VLC 
transmitters are located near the window are more endangered. 
But, far VLC transmitters can also be affected via reflections 
from the walls and indoor equipment. On the other hand, 
theoretical eavesdropping of VLC based communications is a 
possibility through keyholes and door gaps. So, careful and 
adequate planning of the system is required in sensitive areas. 
However, VLC technique provides higher security than other 
radio frequency wireless links. Based on it, the VLC link is 
suitable in military applications or areas of high security. 

4) Low implementation cost 
There are three main reasons for the lower price of VLC 

compared with other wireless technologies. First, RF systems 
use a regulated band. Contrary, the visible light is in an 
unlicensed region of the electromagnetic spectrum. The 
implementation cost is significantly reduced because there is 
no cost for a license. Secondly, VLC will rely on existing 
infrastructures that are already accepted and widespread across 
the world. So, VLC is simple, without requiring complex 
modifications on the existing infrastructure. It also decreases 
the implementation cost. The third aspect is its reduced 
complexity. VLC primarily uses LED transmitters and 
photodiode receivers; these components are inexpensive. 

5) Green wireless communication technology 
The natural resource consumption and climate 

deteriorations are increasing as the Earth’s population are 
growing, and human society is developing. Greenhouse gas 
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signals significantly degrade the SNR in VLC, especially at a 
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The turbulence is the random refractive index in time and 
space due to the circulation of air or water, which cause 
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mainly by the variations in the temperature, pressure, and 
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spectra are various in different environments such as 
atmosphere, space, and underwater. The average intensity and 
the scintillation index are often calculated based on the Rytov 
method and the extended Huygens-Fresnel principle. Effects 
of different optical beam profiles, the transmitter and the 
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degradation can also be taken into account [18]. 

In VLC link the multipath propagation is experienced 
mainly at indoor short transmitter-receiver distances [19] and 
unique scenarios as underwater and vehicular applications. 
Besides the LOS component, there are a large number of 
reflections among ceiling, walls, and floor as well as any other 
objects within the environment. The rays of light hit the other 
walls and are reflected towards the receiver. The receiver can 
only detect the rays entering its field of view. The detailed 
channel model of visible light communication system takes 
into account the position, size, and shape of the obstacle in the 
illumination area of the light source [20]. Same results can be 
observed within the marine environment. The reflection 
characteristics of the sea surface and sea bottom, as well as the 
presence of human and human-made objects, determine the 
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and consequently, the networks are often saturated. Both 
radio- and television broadcasting, GSM (Global System for 
Mobile Communications, formerly Groupe Spécial Mobile), 
satellite communications, military applications, etc. use the 

same RF frequency range. The extension of the bandwidth is 
costly, and sometimes it is not possible, at all. On the other 
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increases, and the devices are expensive. Most of the 
frequency ranges are licensed; the available bandwidth in 
unlicensed frequency ranges is limited. 

VLC uses the visible light spectrum, which is between 380 
and 780 THz; it adds 400 THz available bandwidth for the 
wireless communications. The VLC can use worldwide an 
unregulated and almost unlimited bandwidth offering multi-
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In social environments, like hospitals or aircraft the radio 

frequency communication is restricted. The reason that RF 
communication may cause malfunctions of the high precision 
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any RF signal or equipment, because of the elimination of 
electromagnetic interference. So, VLC is safe for these places. 
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channel can discover the presence of an eavesdropper, based 
on the photon statistic [23]. But, compared with radio 
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optical-wireless link provides higher security against 
eavesdropping, because the light cannot penetrate through 
walls. The main security limitation of indoor VLC channel is 
the point when the wall is open. The common weakness is the 
window. When the eavesdropper is in a LOS position, it and 
can receive the signal via the window [24]. The VLC 
transmitters are located near the window are more endangered. 
But, far VLC transmitters can also be affected via reflections 
from the walls and indoor equipment. On the other hand, 
theoretical eavesdropping of VLC based communications is a 
possibility through keyholes and door gaps. So, careful and 
adequate planning of the system is required in sensitive areas. 
However, VLC technique provides higher security than other 
radio frequency wireless links. Based on it, the VLC link is 
suitable in military applications or areas of high security. 

4) Low implementation cost 
There are three main reasons for the lower price of VLC 

compared with other wireless technologies. First, RF systems 
use a regulated band. Contrary, the visible light is in an 
unlicensed region of the electromagnetic spectrum. The 
implementation cost is significantly reduced because there is 
no cost for a license. Secondly, VLC will rely on existing 
infrastructures that are already accepted and widespread across 
the world. So, VLC is simple, without requiring complex 
modifications on the existing infrastructure. It also decreases 
the implementation cost. The third aspect is its reduced 
complexity. VLC primarily uses LED transmitters and 
photodiode receivers; these components are inexpensive. 

5) Green wireless communication technology 
The natural resource consumption and climate 

deteriorations are increasing as the Earth’s population are 
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receiver aperture averaging to reduce the turbulence 
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only detect the rays entering its field of view. The detailed 
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equipment. From the point of security, VLC is also better than 
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VLC is a low-cost technology, and the implementation is 
straightforward as it uses the same infrastructure than a 
lighting system. 
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bandwidth, which is used for different types of applications, 
and consequently, the networks are often saturated. Both 
radio- and television broadcasting, GSM (Global System for 
Mobile Communications, formerly Groupe Spécial Mobile), 
satellite communications, military applications, etc. use the 

same RF frequency range. The extension of the bandwidth is 
costly, and sometimes it is not possible, at all. On the other 
hand, the complexity of the higher frequency equipment 
increases, and the devices are expensive. Most of the 
frequency ranges are licensed; the available bandwidth in 
unlicensed frequency ranges is limited. 

VLC uses the visible light spectrum, which is between 380 
and 780 THz; it adds 400 THz available bandwidth for the 
wireless communications. The VLC can use worldwide an 
unregulated and almost unlimited bandwidth offering multi-
Gb/s data rates. 

2)  Unrestricted technology 
In social environments, like hospitals or aircraft the radio 

frequency communication is restricted. The reason that RF 
communication may cause malfunctions of the high precision 
electronic equipment. Light communication does not affect 
any RF signal or equipment, because of the elimination of 
electromagnetic interference. So, VLC is safe for these places. 

3) Security 
There is no wireless communication method without risking 

of eavesdropping. Only quantum communication wireless 
channel can discover the presence of an eavesdropper, based 
on the photon statistic [23]. But, compared with radio 
frequency wireless communication approaches, the visible 
optical-wireless link provides higher security against 
eavesdropping, because the light cannot penetrate through 
walls. The main security limitation of indoor VLC channel is 
the point when the wall is open. The common weakness is the 
window. When the eavesdropper is in a LOS position, it and 
can receive the signal via the window [24]. The VLC 
transmitters are located near the window are more endangered. 
But, far VLC transmitters can also be affected via reflections 
from the walls and indoor equipment. On the other hand, 
theoretical eavesdropping of VLC based communications is a 
possibility through keyholes and door gaps. So, careful and 
adequate planning of the system is required in sensitive areas. 
However, VLC technique provides higher security than other 
radio frequency wireless links. Based on it, the VLC link is 
suitable in military applications or areas of high security. 

4) Low implementation cost 
There are three main reasons for the lower price of VLC 

compared with other wireless technologies. First, RF systems 
use a regulated band. Contrary, the visible light is in an 
unlicensed region of the electromagnetic spectrum. The 
implementation cost is significantly reduced because there is 
no cost for a license. Secondly, VLC will rely on existing 
infrastructures that are already accepted and widespread across 
the world. So, VLC is simple, without requiring complex 
modifications on the existing infrastructure. It also decreases 
the implementation cost. The third aspect is its reduced 
complexity. VLC primarily uses LED transmitters and 
photodiode receivers; these components are inexpensive. 

5) Green wireless communication technology 
The natural resource consumption and climate 

deteriorations are increasing as the Earth’s population are 
growing, and human society is developing. Greenhouse gas 
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emissions have reached alarming levels; it produces significate 
climate changes that affect the whole ecosystem [25]. Natural 
resource consumption and pollution can be significantly 
reduced by decreasing energy consumption. A significant 
percentage of energy consumption comes from artificial 
lighting, commonly provided by electric lights. Worldwide, 
approximately 20% of electricity is used for illumination, 
while electricity represents about 15% of the total energy 
produced [25]. 

VLC is a green wireless communication technology because 
it does not use additional power for communication. The same 
infrastructure and light are used for illuminating are also used 
for data transmission. Another essential advantage of VLC is 
the utilization of LEDs which provide substantial energy 
savings, reducing the CO2 emissions. 

6) Safe for human health 
The application of visible light for data transmission is 

entirely safe for human health. The RF adverse effect on 
human health is not adequately demonstrated. But, RF 
electromagnetic waves are currently classified as a possible 
cause of cancer in humans by the World Health Organization. 
The infra-red light (IR) is also used for wireless 
communications, but it has a heating effect on the incident 
surface. So, high power IR light can cause irreversible thermal 
damage of the cornea, making it harmful for the human eye 
[26]. 

B. VLC Challenges 
As a conclusion of the previous sub-session, VLC is a 

technology that has plenty of essential advantages. Naturally, 
VLC has also some drawbacks. Most of the disadvantages are 
due to the early stage of the VLC technology. It could be 
overtaken as the technology is fully developed. The other ones 
are due to the usage of the light and its characteristics. 
Completely mitigate them is difficult, but their effects could 
be reduced, or the communication could be adapted to the 
situations.  

1) The Line of Sight condition 
VLC mostly requires line-of-sight (LoS) transmission; 

otherwise, the received light signal may be very weak. In a 
general aspect, LoS maximizes power efficiency and 
minimizes multipath distortion. Additionally, the interferences 
from other receivers are limited, and communication security 
is enhanced. However, Non-LoS communications are more 
reliable, flexible, and robust. The necessary LoS condition 
hurts mobility and, in some areas, it represents VLC’s most 
significant disadvantage because an object interposed between 
the transmitter and receiver can block the communication 
unless an alternate route is available [27]. In multi-hop 
communications and retransmissions, the data can reach users 
that are located outside the transmitter’s LoS but are in the 
serving area of another transceiver [28]. VLC system can be 
combined with RF links [29] when VLC cannot address a 
node; RF serves it. 

2) Limited transmission range 
VLC cannot reach the same transmission range than RF 

communications [30]. The VLC transmission range can be 
increased by optimizing the transmitter and receiver 
parameters, but it is still significantly shorter than the RF 
communication range. On the transmitter’s side, the 
communication range can be increased by increasing the 
transmission power or by using a more directive light beam. 
So, the visible LASER diode can reach a larger distance than 
LED, but with this device, we lost the main advantage of the 
system, the LASER source cannot be used as a multifunctional 
transmitter. On the receiver’s hand, the range can be improved 
by using different techniques for SNR enhancement, such as 
narrow FoV receiver, an optical lens or different filtering 
techniques. Additionally, multi-hop networking can also 
increase the communication range of the VLC network.  

3) Susceptibility to interferences 
VLC is affected by the light from other incandescent or 

fluorescent light sources [31]. Typically, these light sources 
produce low-frequency noise which can be removed with a 
high pass filter. In outdoor applications, the sunlight causes 
strong perturbation. The sun produces unmodulated light, 
which creates a strong DC electrical component at the output 
of the receiver. It can be removed with capacitive DC filter. 
However, high-intensity optical noise can saturate the receiver 
and block the communication. 

The degrading effect of other light sources can be reduced 
by optimizing the receiver. Optical filters, reduced receiver 
FOV, and electrical filter can eliminate the unwanted 
frequency components. Even if the mentioned technique 
mitigates the effect of the interferences, high levels of noise 
still affect the communication performances. 

IV. APPLICATIONS 
Essential features of VLC include high bandwidth, no 

health hazard, low power consumption, and non-licensed 
channels made it attractive for practical use. By taking benefit 
of the mentioned advantages, VLC technology can support 
numerous applications. VLC seems to be the only choice in 
some of the application. But it can be a complementary 
solution for RF communications, improving the overall 
performances in several other scenarios. The applications can 
be grouped into high speed and low-speed communication 
types. In the high-speed applications, the primary goal of the 
development the higher bandwidth and the better utilization of 
the available bandwidth to realize higher and higher 
transmission bitrate.  

Another classification is based on the application area; 
indoor and outdoor applications can be defined. 

A. Li-Fi 
One of the essential high-speed application envisioned for 

VLC is providing of Light-Fidelity or “optical Wi-Fi.” In 
2011, Prof. Harald Haas was the first one used the term Light 
Fidelity (Li-Fi) [32]. The considerable potential and the fast 
evolution of the Li-Fi technology contributed to the 
foundation of the Li-Fi Consortium in the same year [33]. Li-
Fi is a high speed, bi-directional, fully connected, visible light 
wireless communication system and is analogous to well-
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LED, but with this device, we lost the main advantage of the 
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VLC is affected by the light from other incandescent or 
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strong perturbation. The sun produces unmodulated light, 
which creates a strong DC electrical component at the output 
of the receiver. It can be removed with capacitive DC filter. 
However, high-intensity optical noise can saturate the receiver 
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The degrading effect of other light sources can be reduced 
by optimizing the receiver. Optical filters, reduced receiver 
FOV, and electrical filter can eliminate the unwanted 
frequency components. Even if the mentioned technique 
mitigates the effect of the interferences, high levels of noise 
still affect the communication performances. 

IV. APPLICATIONS 
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channels made it attractive for practical use. By taking benefit 
of the mentioned advantages, VLC technology can support 
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performances in several other scenarios. The applications can 
be grouped into high speed and low-speed communication 
types. In the high-speed applications, the primary goal of the 
development the higher bandwidth and the better utilization of 
the available bandwidth to realize higher and higher 
transmission bitrate.  

Another classification is based on the application area; 
indoor and outdoor applications can be defined. 
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One of the essential high-speed application envisioned for 

VLC is providing of Light-Fidelity or “optical Wi-Fi.” In 
2011, Prof. Harald Haas was the first one used the term Light 
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signals significantly degrade the SNR in VLC, especially at a 
long distance link. There are several possibilities for 
enhancing the SNR at the receiver, like optical filtering, the 
adequate design of the optical system, or adaptive electrical 
gain and filtering. 

The turbulence is the random refractive index in time and 
space due to the circulation of air or water, which cause 
fluctuation in the received signal. The turbulence is developed 
mainly by the variations in the temperature, pressure, and 
humidity. The applied formulations for turbulence power 
spectra are various in different environments such as 
atmosphere, space, and underwater. The average intensity and 
the scintillation index are often calculated based on the Rytov 
method and the extended Huygens-Fresnel principle. Effects 
of different optical beam profiles, the transmitter and the 
receiver aperture averaging to reduce the turbulence 
degradation can also be taken into account [18]. 

In VLC link the multipath propagation is experienced 
mainly at indoor short transmitter-receiver distances [19] and 
unique scenarios as underwater and vehicular applications. 
Besides the LOS component, there are a large number of 
reflections among ceiling, walls, and floor as well as any other 
objects within the environment. The rays of light hit the other 
walls and are reflected towards the receiver. The receiver can 
only detect the rays entering its field of view. The detailed 
channel model of visible light communication system takes 
into account the position, size, and shape of the obstacle in the 
illumination area of the light source [20]. Same results can be 
observed within the marine environment. The reflection 
characteristics of the sea surface and sea bottom, as well as the 
presence of human and human-made objects, determine the 
communication [21]. In the vehicular applications, the primary 
reflectors are the other cars which are located in the next lanes 
[22]. 
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safety for the human body and high-precision electronic 
equipment. From the point of security, VLC is also better than 
radio frequency communication. Besides these advantages, 
VLC is a low-cost technology, and the implementation is 
straightforward as it uses the same infrastructure than a 
lighting system. 
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The RF communications have up to 300 GHz available 

bandwidth, which is used for different types of applications, 
and consequently, the networks are often saturated. Both 
radio- and television broadcasting, GSM (Global System for 
Mobile Communications, formerly Groupe Spécial Mobile), 
satellite communications, military applications, etc. use the 

same RF frequency range. The extension of the bandwidth is 
costly, and sometimes it is not possible, at all. On the other 
hand, the complexity of the higher frequency equipment 
increases, and the devices are expensive. Most of the 
frequency ranges are licensed; the available bandwidth in 
unlicensed frequency ranges is limited. 

VLC uses the visible light spectrum, which is between 380 
and 780 THz; it adds 400 THz available bandwidth for the 
wireless communications. The VLC can use worldwide an 
unregulated and almost unlimited bandwidth offering multi-
Gb/s data rates. 

2)  Unrestricted technology 
In social environments, like hospitals or aircraft the radio 

frequency communication is restricted. The reason that RF 
communication may cause malfunctions of the high precision 
electronic equipment. Light communication does not affect 
any RF signal or equipment, because of the elimination of 
electromagnetic interference. So, VLC is safe for these places. 

3) Security 
There is no wireless communication method without risking 

of eavesdropping. Only quantum communication wireless 
channel can discover the presence of an eavesdropper, based 
on the photon statistic [23]. But, compared with radio 
frequency wireless communication approaches, the visible 
optical-wireless link provides higher security against 
eavesdropping, because the light cannot penetrate through 
walls. The main security limitation of indoor VLC channel is 
the point when the wall is open. The common weakness is the 
window. When the eavesdropper is in a LOS position, it and 
can receive the signal via the window [24]. The VLC 
transmitters are located near the window are more endangered. 
But, far VLC transmitters can also be affected via reflections 
from the walls and indoor equipment. On the other hand, 
theoretical eavesdropping of VLC based communications is a 
possibility through keyholes and door gaps. So, careful and 
adequate planning of the system is required in sensitive areas. 
However, VLC technique provides higher security than other 
radio frequency wireless links. Based on it, the VLC link is 
suitable in military applications or areas of high security. 

4) Low implementation cost 
There are three main reasons for the lower price of VLC 

compared with other wireless technologies. First, RF systems 
use a regulated band. Contrary, the visible light is in an 
unlicensed region of the electromagnetic spectrum. The 
implementation cost is significantly reduced because there is 
no cost for a license. Secondly, VLC will rely on existing 
infrastructures that are already accepted and widespread across 
the world. So, VLC is simple, without requiring complex 
modifications on the existing infrastructure. It also decreases 
the implementation cost. The third aspect is its reduced 
complexity. VLC primarily uses LED transmitters and 
photodiode receivers; these components are inexpensive. 

5) Green wireless communication technology 
The natural resource consumption and climate 

deteriorations are increasing as the Earth’s population are 
growing, and human society is developing. Greenhouse gas 
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emissions have reached alarming levels; it produces significate 
climate changes that affect the whole ecosystem [25]. Natural 
resource consumption and pollution can be significantly 
reduced by decreasing energy consumption. A significant 
percentage of energy consumption comes from artificial 
lighting, commonly provided by electric lights. Worldwide, 
approximately 20% of electricity is used for illumination, 
while electricity represents about 15% of the total energy 
produced [25]. 

VLC is a green wireless communication technology because 
it does not use additional power for communication. The same 
infrastructure and light are used for illuminating are also used 
for data transmission. Another essential advantage of VLC is 
the utilization of LEDs which provide substantial energy 
savings, reducing the CO2 emissions. 

6) Safe for human health 
The application of visible light for data transmission is 

entirely safe for human health. The RF adverse effect on 
human health is not adequately demonstrated. But, RF 
electromagnetic waves are currently classified as a possible 
cause of cancer in humans by the World Health Organization. 
The infra-red light (IR) is also used for wireless 
communications, but it has a heating effect on the incident 
surface. So, high power IR light can cause irreversible thermal 
damage of the cornea, making it harmful for the human eye 
[26]. 

B. VLC Challenges 
As a conclusion of the previous sub-session, VLC is a 

technology that has plenty of essential advantages. Naturally, 
VLC has also some drawbacks. Most of the disadvantages are 
due to the early stage of the VLC technology. It could be 
overtaken as the technology is fully developed. The other ones 
are due to the usage of the light and its characteristics. 
Completely mitigate them is difficult, but their effects could 
be reduced, or the communication could be adapted to the 
situations.  

1) The Line of Sight condition 
VLC mostly requires line-of-sight (LoS) transmission; 

otherwise, the received light signal may be very weak. In a 
general aspect, LoS maximizes power efficiency and 
minimizes multipath distortion. Additionally, the interferences 
from other receivers are limited, and communication security 
is enhanced. However, Non-LoS communications are more 
reliable, flexible, and robust. The necessary LoS condition 
hurts mobility and, in some areas, it represents VLC’s most 
significant disadvantage because an object interposed between 
the transmitter and receiver can block the communication 
unless an alternate route is available [27]. In multi-hop 
communications and retransmissions, the data can reach users 
that are located outside the transmitter’s LoS but are in the 
serving area of another transceiver [28]. VLC system can be 
combined with RF links [29] when VLC cannot address a 
node; RF serves it. 

2) Limited transmission range 
VLC cannot reach the same transmission range than RF 

communications [30]. The VLC transmission range can be 
increased by optimizing the transmitter and receiver 
parameters, but it is still significantly shorter than the RF 
communication range. On the transmitter’s side, the 
communication range can be increased by increasing the 
transmission power or by using a more directive light beam. 
So, the visible LASER diode can reach a larger distance than 
LED, but with this device, we lost the main advantage of the 
system, the LASER source cannot be used as a multifunctional 
transmitter. On the receiver’s hand, the range can be improved 
by using different techniques for SNR enhancement, such as 
narrow FoV receiver, an optical lens or different filtering 
techniques. Additionally, multi-hop networking can also 
increase the communication range of the VLC network.  

3) Susceptibility to interferences 
VLC is affected by the light from other incandescent or 

fluorescent light sources [31]. Typically, these light sources 
produce low-frequency noise which can be removed with a 
high pass filter. In outdoor applications, the sunlight causes 
strong perturbation. The sun produces unmodulated light, 
which creates a strong DC electrical component at the output 
of the receiver. It can be removed with capacitive DC filter. 
However, high-intensity optical noise can saturate the receiver 
and block the communication. 

The degrading effect of other light sources can be reduced 
by optimizing the receiver. Optical filters, reduced receiver 
FOV, and electrical filter can eliminate the unwanted 
frequency components. Even if the mentioned technique 
mitigates the effect of the interferences, high levels of noise 
still affect the communication performances. 

IV. APPLICATIONS 
Essential features of VLC include high bandwidth, no 

health hazard, low power consumption, and non-licensed 
channels made it attractive for practical use. By taking benefit 
of the mentioned advantages, VLC technology can support 
numerous applications. VLC seems to be the only choice in 
some of the application. But it can be a complementary 
solution for RF communications, improving the overall 
performances in several other scenarios. The applications can 
be grouped into high speed and low-speed communication 
types. In the high-speed applications, the primary goal of the 
development the higher bandwidth and the better utilization of 
the available bandwidth to realize higher and higher 
transmission bitrate.  

Another classification is based on the application area; 
indoor and outdoor applications can be defined. 

A. Li-Fi 
One of the essential high-speed application envisioned for 

VLC is providing of Light-Fidelity or “optical Wi-Fi.” In 
2011, Prof. Harald Haas was the first one used the term Light 
Fidelity (Li-Fi) [32]. The considerable potential and the fast 
evolution of the Li-Fi technology contributed to the 
foundation of the Li-Fi Consortium in the same year [33]. Li-
Fi is a high speed, bi-directional, fully connected, visible light 
wireless communication system and is analogous to well-
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signals significantly degrade the SNR in VLC, especially at a 
long distance link. There are several possibilities for 
enhancing the SNR at the receiver, like optical filtering, the 
adequate design of the optical system, or adaptive electrical 
gain and filtering. 

The turbulence is the random refractive index in time and 
space due to the circulation of air or water, which cause 
fluctuation in the received signal. The turbulence is developed 
mainly by the variations in the temperature, pressure, and 
humidity. The applied formulations for turbulence power 
spectra are various in different environments such as 
atmosphere, space, and underwater. The average intensity and 
the scintillation index are often calculated based on the Rytov 
method and the extended Huygens-Fresnel principle. Effects 
of different optical beam profiles, the transmitter and the 
receiver aperture averaging to reduce the turbulence 
degradation can also be taken into account [18]. 

In VLC link the multipath propagation is experienced 
mainly at indoor short transmitter-receiver distances [19] and 
unique scenarios as underwater and vehicular applications. 
Besides the LOS component, there are a large number of 
reflections among ceiling, walls, and floor as well as any other 
objects within the environment. The rays of light hit the other 
walls and are reflected towards the receiver. The receiver can 
only detect the rays entering its field of view. The detailed 
channel model of visible light communication system takes 
into account the position, size, and shape of the obstacle in the 
illumination area of the light source [20]. Same results can be 
observed within the marine environment. The reflection 
characteristics of the sea surface and sea bottom, as well as the 
presence of human and human-made objects, determine the 
communication [21]. In the vehicular applications, the primary 
reflectors are the other cars which are located in the next lanes 
[22]. 

III.  PURPOSES OF THE VISIBLE LIGHT COMMUNICATION 

A. VLC advantages 
VLC can be considered to be the next generation of wireless 

communications, because of the unique characteristics and 
advantages. VLC can solve some of the problems of RF 
communication. The benefit of VLC comes from the benefits 
of the visible light. High bandwidth can be used for free of 
charge, which allows high data rates, unlicensed spectrum, and 
safety for the human body and high-precision electronic 
equipment. From the point of security, VLC is also better than 
radio frequency communication. Besides these advantages, 
VLC is a low-cost technology, and the implementation is 
straightforward as it uses the same infrastructure than a 
lighting system. 

1) High bandwidth 
The RF communications have up to 300 GHz available 

bandwidth, which is used for different types of applications, 
and consequently, the networks are often saturated. Both 
radio- and television broadcasting, GSM (Global System for 
Mobile Communications, formerly Groupe Spécial Mobile), 
satellite communications, military applications, etc. use the 

same RF frequency range. The extension of the bandwidth is 
costly, and sometimes it is not possible, at all. On the other 
hand, the complexity of the higher frequency equipment 
increases, and the devices are expensive. Most of the 
frequency ranges are licensed; the available bandwidth in 
unlicensed frequency ranges is limited. 

VLC uses the visible light spectrum, which is between 380 
and 780 THz; it adds 400 THz available bandwidth for the 
wireless communications. The VLC can use worldwide an 
unregulated and almost unlimited bandwidth offering multi-
Gb/s data rates. 

2)  Unrestricted technology 
In social environments, like hospitals or aircraft the radio 

frequency communication is restricted. The reason that RF 
communication may cause malfunctions of the high precision 
electronic equipment. Light communication does not affect 
any RF signal or equipment, because of the elimination of 
electromagnetic interference. So, VLC is safe for these places. 

3) Security 
There is no wireless communication method without risking 

of eavesdropping. Only quantum communication wireless 
channel can discover the presence of an eavesdropper, based 
on the photon statistic [23]. But, compared with radio 
frequency wireless communication approaches, the visible 
optical-wireless link provides higher security against 
eavesdropping, because the light cannot penetrate through 
walls. The main security limitation of indoor VLC channel is 
the point when the wall is open. The common weakness is the 
window. When the eavesdropper is in a LOS position, it and 
can receive the signal via the window [24]. The VLC 
transmitters are located near the window are more endangered. 
But, far VLC transmitters can also be affected via reflections 
from the walls and indoor equipment. On the other hand, 
theoretical eavesdropping of VLC based communications is a 
possibility through keyholes and door gaps. So, careful and 
adequate planning of the system is required in sensitive areas. 
However, VLC technique provides higher security than other 
radio frequency wireless links. Based on it, the VLC link is 
suitable in military applications or areas of high security. 

4) Low implementation cost 
There are three main reasons for the lower price of VLC 

compared with other wireless technologies. First, RF systems 
use a regulated band. Contrary, the visible light is in an 
unlicensed region of the electromagnetic spectrum. The 
implementation cost is significantly reduced because there is 
no cost for a license. Secondly, VLC will rely on existing 
infrastructures that are already accepted and widespread across 
the world. So, VLC is simple, without requiring complex 
modifications on the existing infrastructure. It also decreases 
the implementation cost. The third aspect is its reduced 
complexity. VLC primarily uses LED transmitters and 
photodiode receivers; these components are inexpensive. 

5) Green wireless communication technology 
The natural resource consumption and climate 

deteriorations are increasing as the Earth’s population are 
growing, and human society is developing. Greenhouse gas 
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emissions have reached alarming levels; it produces significate 
climate changes that affect the whole ecosystem [25]. Natural 
resource consumption and pollution can be significantly 
reduced by decreasing energy consumption. A significant 
percentage of energy consumption comes from artificial 
lighting, commonly provided by electric lights. Worldwide, 
approximately 20% of electricity is used for illumination, 
while electricity represents about 15% of the total energy 
produced [25]. 

VLC is a green wireless communication technology because 
it does not use additional power for communication. The same 
infrastructure and light are used for illuminating are also used 
for data transmission. Another essential advantage of VLC is 
the utilization of LEDs which provide substantial energy 
savings, reducing the CO2 emissions. 

6) Safe for human health 
The application of visible light for data transmission is 

entirely safe for human health. The RF adverse effect on 
human health is not adequately demonstrated. But, RF 
electromagnetic waves are currently classified as a possible 
cause of cancer in humans by the World Health Organization. 
The infra-red light (IR) is also used for wireless 
communications, but it has a heating effect on the incident 
surface. So, high power IR light can cause irreversible thermal 
damage of the cornea, making it harmful for the human eye 
[26]. 

B. VLC Challenges 
As a conclusion of the previous sub-session, VLC is a 

technology that has plenty of essential advantages. Naturally, 
VLC has also some drawbacks. Most of the disadvantages are 
due to the early stage of the VLC technology. It could be 
overtaken as the technology is fully developed. The other ones 
are due to the usage of the light and its characteristics. 
Completely mitigate them is difficult, but their effects could 
be reduced, or the communication could be adapted to the 
situations.  

1) The Line of Sight condition 
VLC mostly requires line-of-sight (LoS) transmission; 

otherwise, the received light signal may be very weak. In a 
general aspect, LoS maximizes power efficiency and 
minimizes multipath distortion. Additionally, the interferences 
from other receivers are limited, and communication security 
is enhanced. However, Non-LoS communications are more 
reliable, flexible, and robust. The necessary LoS condition 
hurts mobility and, in some areas, it represents VLC’s most 
significant disadvantage because an object interposed between 
the transmitter and receiver can block the communication 
unless an alternate route is available [27]. In multi-hop 
communications and retransmissions, the data can reach users 
that are located outside the transmitter’s LoS but are in the 
serving area of another transceiver [28]. VLC system can be 
combined with RF links [29] when VLC cannot address a 
node; RF serves it. 

2) Limited transmission range 
VLC cannot reach the same transmission range than RF 

communications [30]. The VLC transmission range can be 
increased by optimizing the transmitter and receiver 
parameters, but it is still significantly shorter than the RF 
communication range. On the transmitter’s side, the 
communication range can be increased by increasing the 
transmission power or by using a more directive light beam. 
So, the visible LASER diode can reach a larger distance than 
LED, but with this device, we lost the main advantage of the 
system, the LASER source cannot be used as a multifunctional 
transmitter. On the receiver’s hand, the range can be improved 
by using different techniques for SNR enhancement, such as 
narrow FoV receiver, an optical lens or different filtering 
techniques. Additionally, multi-hop networking can also 
increase the communication range of the VLC network.  

3) Susceptibility to interferences 
VLC is affected by the light from other incandescent or 

fluorescent light sources [31]. Typically, these light sources 
produce low-frequency noise which can be removed with a 
high pass filter. In outdoor applications, the sunlight causes 
strong perturbation. The sun produces unmodulated light, 
which creates a strong DC electrical component at the output 
of the receiver. It can be removed with capacitive DC filter. 
However, high-intensity optical noise can saturate the receiver 
and block the communication. 

The degrading effect of other light sources can be reduced 
by optimizing the receiver. Optical filters, reduced receiver 
FOV, and electrical filter can eliminate the unwanted 
frequency components. Even if the mentioned technique 
mitigates the effect of the interferences, high levels of noise 
still affect the communication performances. 

IV. APPLICATIONS 
Essential features of VLC include high bandwidth, no 

health hazard, low power consumption, and non-licensed 
channels made it attractive for practical use. By taking benefit 
of the mentioned advantages, VLC technology can support 
numerous applications. VLC seems to be the only choice in 
some of the application. But it can be a complementary 
solution for RF communications, improving the overall 
performances in several other scenarios. The applications can 
be grouped into high speed and low-speed communication 
types. In the high-speed applications, the primary goal of the 
development the higher bandwidth and the better utilization of 
the available bandwidth to realize higher and higher 
transmission bitrate.  

Another classification is based on the application area; 
indoor and outdoor applications can be defined. 

A. Li-Fi 
One of the essential high-speed application envisioned for 

VLC is providing of Light-Fidelity or “optical Wi-Fi.” In 
2011, Prof. Harald Haas was the first one used the term Light 
Fidelity (Li-Fi) [32]. The considerable potential and the fast 
evolution of the Li-Fi technology contributed to the 
foundation of the Li-Fi Consortium in the same year [33]. Li-
Fi is a high speed, bi-directional, fully connected, visible light 
wireless communication system and is analogous to well-
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emissions have reached alarming levels; it produces significate 
climate changes that affect the whole ecosystem [25]. Natural 
resource consumption and pollution can be significantly 
reduced by decreasing energy consumption. A significant 
percentage of energy consumption comes from artificial 
lighting, commonly provided by electric lights. Worldwide, 
approximately 20% of electricity is used for illumination, 
while electricity represents about 15% of the total energy 
produced [25]. 

VLC is a green wireless communication technology because 
it does not use additional power for communication. The same 
infrastructure and light are used for illuminating are also used 
for data transmission. Another essential advantage of VLC is 
the utilization of LEDs which provide substantial energy 
savings, reducing the CO2 emissions. 

6) Safe for human health 
The application of visible light for data transmission is 

entirely safe for human health. The RF adverse effect on 
human health is not adequately demonstrated. But, RF 
electromagnetic waves are currently classified as a possible 
cause of cancer in humans by the World Health Organization. 
The infra-red light (IR) is also used for wireless 
communications, but it has a heating effect on the incident 
surface. So, high power IR light can cause irreversible thermal 
damage of the cornea, making it harmful for the human eye 
[26]. 

B. VLC Challenges 
As a conclusion of the previous sub-session, VLC is a 

technology that has plenty of essential advantages. Naturally, 
VLC has also some drawbacks. Most of the disadvantages are 
due to the early stage of the VLC technology. It could be 
overtaken as the technology is fully developed. The other ones 
are due to the usage of the light and its characteristics. 
Completely mitigate them is difficult, but their effects could 
be reduced, or the communication could be adapted to the 
situations.  

1) The Line of Sight condition 
VLC mostly requires line-of-sight (LoS) transmission; 

otherwise, the received light signal may be very weak. In a 
general aspect, LoS maximizes power efficiency and 
minimizes multipath distortion. Additionally, the interferences 
from other receivers are limited, and communication security 
is enhanced. However, Non-LoS communications are more 
reliable, flexible, and robust. The necessary LoS condition 
hurts mobility and, in some areas, it represents VLC’s most 
significant disadvantage because an object interposed between 
the transmitter and receiver can block the communication 
unless an alternate route is available [27]. In multi-hop 
communications and retransmissions, the data can reach users 
that are located outside the transmitter’s LoS but are in the 
serving area of another transceiver [28]. VLC system can be 
combined with RF links [29] when VLC cannot address a 
node; RF serves it. 

2) Limited transmission range 
VLC cannot reach the same transmission range than RF 

communications [30]. The VLC transmission range can be 
increased by optimizing the transmitter and receiver 
parameters, but it is still significantly shorter than the RF 
communication range. On the transmitter’s side, the 
communication range can be increased by increasing the 
transmission power or by using a more directive light beam. 
So, the visible LASER diode can reach a larger distance than 
LED, but with this device, we lost the main advantage of the 
system, the LASER source cannot be used as a multifunctional 
transmitter. On the receiver’s hand, the range can be improved 
by using different techniques for SNR enhancement, such as 
narrow FoV receiver, an optical lens or different filtering 
techniques. Additionally, multi-hop networking can also 
increase the communication range of the VLC network.  

3) Susceptibility to interferences 
VLC is affected by the light from other incandescent or 

fluorescent light sources [31]. Typically, these light sources 
produce low-frequency noise which can be removed with a 
high pass filter. In outdoor applications, the sunlight causes 
strong perturbation. The sun produces unmodulated light, 
which creates a strong DC electrical component at the output 
of the receiver. It can be removed with capacitive DC filter. 
However, high-intensity optical noise can saturate the receiver 
and block the communication. 

The degrading effect of other light sources can be reduced 
by optimizing the receiver. Optical filters, reduced receiver 
FOV, and electrical filter can eliminate the unwanted 
frequency components. Even if the mentioned technique 
mitigates the effect of the interferences, high levels of noise 
still affect the communication performances. 

IV. APPLICATIONS 
Essential features of VLC include high bandwidth, no 

health hazard, low power consumption, and non-licensed 
channels made it attractive for practical use. By taking benefit 
of the mentioned advantages, VLC technology can support 
numerous applications. VLC seems to be the only choice in 
some of the application. But it can be a complementary 
solution for RF communications, improving the overall 
performances in several other scenarios. The applications can 
be grouped into high speed and low-speed communication 
types. In the high-speed applications, the primary goal of the 
development the higher bandwidth and the better utilization of 
the available bandwidth to realize higher and higher 
transmission bitrate.  

Another classification is based on the application area; 
indoor and outdoor applications can be defined. 

A. Li-Fi 
One of the essential high-speed application envisioned for 

VLC is providing of Light-Fidelity or “optical Wi-Fi.” In 
2011, Prof. Harald Haas was the first one used the term Light 
Fidelity (Li-Fi) [32]. The considerable potential and the fast 
evolution of the Li-Fi technology contributed to the 
foundation of the Li-Fi Consortium in the same year [33]. Li-
Fi is a high speed, bi-directional, fully connected, visible light 
wireless communication system and is analogous to well-
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emissions have reached alarming levels; it produces significate 
climate changes that affect the whole ecosystem [25]. Natural 
resource consumption and pollution can be significantly 
reduced by decreasing energy consumption. A significant 
percentage of energy consumption comes from artificial 
lighting, commonly provided by electric lights. Worldwide, 
approximately 20% of electricity is used for illumination, 
while electricity represents about 15% of the total energy 
produced [25]. 

VLC is a green wireless communication technology because 
it does not use additional power for communication. The same 
infrastructure and light are used for illuminating are also used 
for data transmission. Another essential advantage of VLC is 
the utilization of LEDs which provide substantial energy 
savings, reducing the CO2 emissions. 

6) Safe for human health 
The application of visible light for data transmission is 

entirely safe for human health. The RF adverse effect on 
human health is not adequately demonstrated. But, RF 
electromagnetic waves are currently classified as a possible 
cause of cancer in humans by the World Health Organization. 
The infra-red light (IR) is also used for wireless 
communications, but it has a heating effect on the incident 
surface. So, high power IR light can cause irreversible thermal 
damage of the cornea, making it harmful for the human eye 
[26]. 

B. VLC Challenges 
As a conclusion of the previous sub-session, VLC is a 

technology that has plenty of essential advantages. Naturally, 
VLC has also some drawbacks. Most of the disadvantages are 
due to the early stage of the VLC technology. It could be 
overtaken as the technology is fully developed. The other ones 
are due to the usage of the light and its characteristics. 
Completely mitigate them is difficult, but their effects could 
be reduced, or the communication could be adapted to the 
situations.  

1) The Line of Sight condition 
VLC mostly requires line-of-sight (LoS) transmission; 

otherwise, the received light signal may be very weak. In a 
general aspect, LoS maximizes power efficiency and 
minimizes multipath distortion. Additionally, the interferences 
from other receivers are limited, and communication security 
is enhanced. However, Non-LoS communications are more 
reliable, flexible, and robust. The necessary LoS condition 
hurts mobility and, in some areas, it represents VLC’s most 
significant disadvantage because an object interposed between 
the transmitter and receiver can block the communication 
unless an alternate route is available [27]. In multi-hop 
communications and retransmissions, the data can reach users 
that are located outside the transmitter’s LoS but are in the 
serving area of another transceiver [28]. VLC system can be 
combined with RF links [29] when VLC cannot address a 
node; RF serves it. 

2) Limited transmission range 
VLC cannot reach the same transmission range than RF 

communications [30]. The VLC transmission range can be 
increased by optimizing the transmitter and receiver 
parameters, but it is still significantly shorter than the RF 
communication range. On the transmitter’s side, the 
communication range can be increased by increasing the 
transmission power or by using a more directive light beam. 
So, the visible LASER diode can reach a larger distance than 
LED, but with this device, we lost the main advantage of the 
system, the LASER source cannot be used as a multifunctional 
transmitter. On the receiver’s hand, the range can be improved 
by using different techniques for SNR enhancement, such as 
narrow FoV receiver, an optical lens or different filtering 
techniques. Additionally, multi-hop networking can also 
increase the communication range of the VLC network.  

3) Susceptibility to interferences 
VLC is affected by the light from other incandescent or 

fluorescent light sources [31]. Typically, these light sources 
produce low-frequency noise which can be removed with a 
high pass filter. In outdoor applications, the sunlight causes 
strong perturbation. The sun produces unmodulated light, 
which creates a strong DC electrical component at the output 
of the receiver. It can be removed with capacitive DC filter. 
However, high-intensity optical noise can saturate the receiver 
and block the communication. 

The degrading effect of other light sources can be reduced 
by optimizing the receiver. Optical filters, reduced receiver 
FOV, and electrical filter can eliminate the unwanted 
frequency components. Even if the mentioned technique 
mitigates the effect of the interferences, high levels of noise 
still affect the communication performances. 

IV. APPLICATIONS 
Essential features of VLC include high bandwidth, no 

health hazard, low power consumption, and non-licensed 
channels made it attractive for practical use. By taking benefit 
of the mentioned advantages, VLC technology can support 
numerous applications. VLC seems to be the only choice in 
some of the application. But it can be a complementary 
solution for RF communications, improving the overall 
performances in several other scenarios. The applications can 
be grouped into high speed and low-speed communication 
types. In the high-speed applications, the primary goal of the 
development the higher bandwidth and the better utilization of 
the available bandwidth to realize higher and higher 
transmission bitrate.  

Another classification is based on the application area; 
indoor and outdoor applications can be defined. 

A. Li-Fi 
One of the essential high-speed application envisioned for 

VLC is providing of Light-Fidelity or “optical Wi-Fi.” In 
2011, Prof. Harald Haas was the first one used the term Light 
Fidelity (Li-Fi) [32]. The considerable potential and the fast 
evolution of the Li-Fi technology contributed to the 
foundation of the Li-Fi Consortium in the same year [33]. Li-
Fi is a high speed, bi-directional, fully connected, visible light 
wireless communication system and is analogous to well-
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known Wi-Fi. The system can enable high-speed internet 
connections from the ceiling lamp, because of the large 
available bandwidth. The limited VLC link length does not 
limit the scenario, because the required distance is a few 
meters, equivalent to the distance between the ceiling and 
ground in an office. This technology based on Li-Fi routers 
can offer multi Gb/s connections. The data, which comes from 
the internet, is transformed into a driving signal of the light 
source. According to the data, the light source will switch on 
and off at frequencies unperceivable by the human eye. The 
receiver converts the light signal into an electrical signal and 
next into numerical data which will be delivered to the mobile 
terminal. Fig. 2. shows the basic idea of the Li-fi concept. 

Fig.2. Li-Fi idea 

There are several approaches to realize the uplink in Li-Fi
system. Visible light sources could provide both up- and 
downlink. But the realization is not useful in all cases, because 
of the lack of installed VLC infrastructure for the upload. On 
the other hand, mainly downlink connection pushes the huge 
bandwidth advantage of VLC link. Typically uplink is 
performed using an infrared link [34], or the already existing 
Wi-Fi uplink [35] in integrated Wi-Fi and Li-Fi service.

The transmission of the VLC signal does not affect the 
already applied RF-based communications system. So the two 
alternative wireless technologies could be used together. It 
means that the two technologies can cooperate; the VLC link 
can take some of the load from the already full RF spectrum. 
One useful approach, then the VLC technology, offers high 
data rate downstream from the router to the mobile terminal. 
However, the upstream is provided by radio frequency 
communication from the mobile terminal to the router [35]. 

B. Optical-wireless communication in RF restricted areas 
In areas where RF communications are limited, VLC 

technology can be safely used to provide wireless connections. 
It can be a safe alternative to radio frequency communications 
in hazardous environments, such as mines and petrochemical 
plants. It is also useful in applications where traditional 
WLAN communication may interfere with specialized 
equipment, like hospitals and aircraft passenger cabins' in-
flight entertainment systems 

A most studied example is the hospital environment, where 
electromagnetic wave sensitive areas should connect to the 
network. The utilization of RF communications in hospitals 
and health care units are restricted, especially in operating 
theatres and around magnetic resonance scanners. In these 

places, the information exchange is possible by using a VLC 
system, because VLC does not interfere with radio waves of
the other equipment and machines. 

Aviation is also a restricted area for RF communications. 
Radio is undesirable in passenger compartments of aircraft. 
LEDs are already used for illumination and can also be used 
instead of wires to provide media services to passengers.  This 
approach reduces aircraft construction costs and weight. VLC 
can also be used in hazardous environments where there is a 
risk of explosions. In these areas, RF communications are 
restricted due to the risk. VLC can be successfully used in 
these areas, like mines, oil rigs, chemical plants, etc. 
Additionally, the communication capability is a complement 
to the already existing LED-based lighting systems. 

On the other aspect, VLC uses light sources, which is 
typically not LASER, but the system must follow the safety 
regulations and limits. Accessible Emission Limit (AEL) is the 
maximum affordable emission level permitted within a 
particular LASER hazard class. Maximum Permissible 
Exposure (MPE) is the level of LASER radiation to which an 
unprotected person may be exposed without adverse biological 
changes in the eye or skin. The nominal hazard zone (NHZ) 
can be determined. A complex calculation may have to be 
performed to assess AEL, MPE, and NHZ values for certain 
LASERs and specific conditions. This calculation is defined in 
standards and regulations. However, VLC links typically 
apply LED-based lighting system, which does not exceed the 
limits, determined for LASER based system.   

C. Indoor localization 
In the indoor environment, VLC based localization is very 

convenient since the classical GPS is not able to work inside 
buildings [36]. The omnipresence of LEDs for illumination 
provides unique opportunities for indoor localization [37]. 
Visible light can be applied as an ID system in unusual places 
such as buildings and subways. The visible light ID system 
identifies the location, typically the room and the building. 
Similarly, the visible light ID system can be introduced in 
subways, hospitals, and airports. The system can be extended,
when the ID provides the coordinates of the transmitter. 

Signals transmitted by the LEDs can be used to determine 
the position of a person or object within a room with high 
precision. The requirements of such applications are different 
from high-speed VLC systems. One of the commonly 
employed methods for VLC based localization is optical 
tracking and imaging while the other is based on 
trilateration/triangulation. However, in all two purposes, it is 
critical that the user device can recover signals from each 
luminaire separately. 

Almost all location determining methods are based on the a-
priori knowledge of the position of communicating LED 
devices playing a role in the localization. Fig. 3. presents the 
VLC based indoor localization concept. For this, we have to 
know which transmitter's signal has been detected. So, 
multiplexing methods are required for the VLC system. 
Mainly three types of channel access technique can be 
implemented in VLC systems; time, frequency, and code 
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known Wi-Fi. The system can enable high-speed internet 
connections from the ceiling lamp, because of the large 
available bandwidth. The limited VLC link length does not 
limit the scenario, because the required distance is a few 
meters, equivalent to the distance between the ceiling and 
ground in an office. This technology based on Li-Fi routers 
can offer multi Gb/s connections. The data, which comes from 
the internet, is transformed into a driving signal of the light 
source. According to the data, the light source will switch on 
and off at frequencies unperceivable by the human eye. The 
receiver converts the light signal into an electrical signal and 
next into numerical data which will be delivered to the mobile 
terminal. Fig. 2. shows the basic idea of the Li-fi concept. 

Fig.2. Li-Fi idea 

There are several approaches to realize the uplink in Li-Fi
system. Visible light sources could provide both up- and 
downlink. But the realization is not useful in all cases, because 
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places, the information exchange is possible by using a VLC 
system, because VLC does not interfere with radio waves of
the other equipment and machines. 
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Radio is undesirable in passenger compartments of aircraft. 
LEDs are already used for illumination and can also be used 
instead of wires to provide media services to passengers.  This 
approach reduces aircraft construction costs and weight. VLC 
can also be used in hazardous environments where there is a 
risk of explosions. In these areas, RF communications are 
restricted due to the risk. VLC can be successfully used in 
these areas, like mines, oil rigs, chemical plants, etc. 
Additionally, the communication capability is a complement 
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maximum affordable emission level permitted within a 
particular LASER hazard class. Maximum Permissible 
Exposure (MPE) is the level of LASER radiation to which an 
unprotected person may be exposed without adverse biological 
changes in the eye or skin. The nominal hazard zone (NHZ) 
can be determined. A complex calculation may have to be 
performed to assess AEL, MPE, and NHZ values for certain 
LASERs and specific conditions. This calculation is defined in 
standards and regulations. However, VLC links typically 
apply LED-based lighting system, which does not exceed the 
limits, determined for LASER based system.   
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convenient since the classical GPS is not able to work inside 
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identifies the location, typically the room and the building. 
Similarly, the visible light ID system can be introduced in 
subways, hospitals, and airports. The system can be extended,
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Signals transmitted by the LEDs can be used to determine 
the position of a person or object within a room with high 
precision. The requirements of such applications are different 
from high-speed VLC systems. One of the commonly 
employed methods for VLC based localization is optical 
tracking and imaging while the other is based on 
trilateration/triangulation. However, in all two purposes, it is 
critical that the user device can recover signals from each 
luminaire separately. 

Almost all location determining methods are based on the a-
priori knowledge of the position of communicating LED 
devices playing a role in the localization. Fig. 3. presents the 
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division multiple access [38].
On the other hand, VLC can provide very efficient indoor 

localization. Centimeter accuracy can be approached by 
determining the received signal strength or the time of flight 
and by using the triangulation technique. 

Fig.3.  VLC based indoor localization 

D. Location-aware applications 
Over the years, smart advertising has become an essential 

marketing tool for brands to communicate with their potential 
customers in a place where a large number of people live. 
VLC could also be used to create smart areas by providing 
geo-localized information. This way, the location-aware 
information can be delivered to users’ smartphones or tablets 
by using the indoor light. Information Displaying Signboards 
are often made from an array of LEDs; these signboards are 
installed to distribute information in airports, bus stops, and 
other places where the broadcasting of information is 
necessary. The signboard can also transmit data; this type of 
signboard can be applied for indications in several locations
such as airports, museums, and hospitals. 

The indoor public areas can be equipped with accurate 
positioning and localization systems based on VLC 
technology. Several applications may use this indoor 
positioning service. In theaters or cinemas, guide audience can 
help the visitors to their seats.  

The localization information can trigger a particular audio 
or video guide script in a museum. The museum could use Li-
Fi to provide information about exhibitions [39].

Similar to museums, retail markets could provide product 
information, coupon codes, and other personalized shopping 
experiences. It can help shoppers to find discounted items in a 
store or supermarket. Supermarkets are ideal advertising 
spaces since hundreds of consumers visit them every day and 
are receptive to the advertising that is offered to them. The 
process consists of delimiting the zones in which the owner of 
the supermarket wishes to deploy his advertising campaign 
through the positions of the LEDs suspended from the ceiling. 
Consumers may prefer Li-Fi in this case to Bluetooth or Wi-Fi 
since it allows them to remain anonymous by only receiving 
data. 

E. Transportation 
The most promising outdoor application of VLC technology 

is the intelligent transportation system applying the vehicle 

lights and the existing traffic light infrastructure. The LED 
headlights and taillights are commercially available in cars. 
The street lamps and traffic signals are also moving to LED 
technology. So, VLC based vehicle-to-vehicle and 
infrastructure-to-vehicle communications are achievable. It 
can manage road safety and traffic management. By using an 
optical wireless connection, safety messages can be 
transmitted from one vehicle to another one; and also from the 
traffic infrastructure to the approaching vehicles. Cars share 
data concerning their state, like velocity, location, 
acceleration, braking action, or their mechanical state, etc. 
(Fig.4.). Based on it several intelligent transport system 
services and applications can be realized including cooperative 
forward collision warning, emergency electronic brake lights, 
lane change warning, pre-crash sensing, stop sign movement 
assistant, traffic signal violation warning left turn assistant, 
etc. On the other hand, cars can distribute and disperse traffic 
information, like the place of an accident in the system. This 
approach can improve the safety and efficiency of the 
transportation system. Based on the distributed information 
location services and optimized alternative routes can be 
offered [40].

In crowded cities or on highways we have to calculate with 
high traffic density scenario. In this case, the ability of radio 
frequency communications to support intelligent vehicular 
communication has limited reliability because of mutual 
interferences. VLC is a line of sight technology, and it is not 
affected by interferences. So, visible light transmission can 
successfully support communications in high traffic density. 

It is an outdoor application. So, the system must be robust 
to perturbations noises from the sunlight or the artificial light. 
The solution has also to be cost effective to make sure that 
high market penetration is possible. 

Fig.4. Intelligent transport system based on the VLC technology 

F. Underwater communications 
Data transmission in an unguided water environment 

through wireless carriers is called as underwater wireless 
communications. Radio-frequency wave, acoustic wave, and 
optical wave can be applied in this system. RF waves do not 
propagate well in seawater; it is not able to provide 
underwater communications. The bottlenecks of the acoustic 
transmission are the low bandwidth, high latency, and 
complex energy-consuming acoustic transceivers. VLC can be 
effectively used in this environment. In comparison to RF, 
underwater optical wireless communication can provide a 
much higher transmission bandwidth and much higher data 
rate. In this case, VLC can provide short-range (some meters) 
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known Wi-Fi. The system can enable high-speed internet 
connections from the ceiling lamp, because of the large 
available bandwidth. The limited VLC link length does not 
limit the scenario, because the required distance is a few 
meters, equivalent to the distance between the ceiling and 
ground in an office. This technology based on Li-Fi routers 
can offer multi Gb/s connections. The data, which comes from 
the internet, is transformed into a driving signal of the light 
source. According to the data, the light source will switch on 
and off at frequencies unperceivable by the human eye. The 
receiver converts the light signal into an electrical signal and 
next into numerical data which will be delivered to the mobile 
terminal. Fig. 2. shows the basic idea of the Li-fi concept. 

Fig.2. Li-Fi idea 

There are several approaches to realize the uplink in Li-Fi
system. Visible light sources could provide both up- and 
downlink. But the realization is not useful in all cases, because 
of the lack of installed VLC infrastructure for the upload. On 
the other hand, mainly downlink connection pushes the huge 
bandwidth advantage of VLC link. Typically uplink is 
performed using an infrared link [34], or the already existing 
Wi-Fi uplink [35] in integrated Wi-Fi and Li-Fi service.

The transmission of the VLC signal does not affect the 
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alternative wireless technologies could be used together. It 
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However, the upstream is provided by radio frequency 
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places, the information exchange is possible by using a VLC 
system, because VLC does not interfere with radio waves of
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approach reduces aircraft construction costs and weight. VLC 
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It can be a safe alternative to radio frequency communications 
in hazardous environments, such as mines and petrochemical 
plants. It is also useful in applications where traditional 
WLAN communication may interfere with specialized 
equipment, like hospitals and aircraft passenger cabins' in-
flight entertainment systems 

A most studied example is the hospital environment, where 
electromagnetic wave sensitive areas should connect to the 
network. The utilization of RF communications in hospitals 
and health care units are restricted, especially in operating 
theatres and around magnetic resonance scanners. In these 

places, the information exchange is possible by using a VLC 
system, because VLC does not interfere with radio waves of
the other equipment and machines. 

Aviation is also a restricted area for RF communications. 
Radio is undesirable in passenger compartments of aircraft. 
LEDs are already used for illumination and can also be used 
instead of wires to provide media services to passengers.  This 
approach reduces aircraft construction costs and weight. VLC 
can also be used in hazardous environments where there is a 
risk of explosions. In these areas, RF communications are 
restricted due to the risk. VLC can be successfully used in 
these areas, like mines, oil rigs, chemical plants, etc. 
Additionally, the communication capability is a complement 
to the already existing LED-based lighting systems. 

On the other aspect, VLC uses light sources, which is 
typically not LASER, but the system must follow the safety 
regulations and limits. Accessible Emission Limit (AEL) is the 
maximum affordable emission level permitted within a 
particular LASER hazard class. Maximum Permissible 
Exposure (MPE) is the level of LASER radiation to which an 
unprotected person may be exposed without adverse biological 
changes in the eye or skin. The nominal hazard zone (NHZ) 
can be determined. A complex calculation may have to be 
performed to assess AEL, MPE, and NHZ values for certain 
LASERs and specific conditions. This calculation is defined in 
standards and regulations. However, VLC links typically 
apply LED-based lighting system, which does not exceed the 
limits, determined for LASER based system.   

C. Indoor localization 
In the indoor environment, VLC based localization is very 

convenient since the classical GPS is not able to work inside 
buildings [36]. The omnipresence of LEDs for illumination 
provides unique opportunities for indoor localization [37]. 
Visible light can be applied as an ID system in unusual places 
such as buildings and subways. The visible light ID system 
identifies the location, typically the room and the building. 
Similarly, the visible light ID system can be introduced in 
subways, hospitals, and airports. The system can be extended,
when the ID provides the coordinates of the transmitter. 

Signals transmitted by the LEDs can be used to determine 
the position of a person or object within a room with high 
precision. The requirements of such applications are different 
from high-speed VLC systems. One of the commonly 
employed methods for VLC based localization is optical 
tracking and imaging while the other is based on 
trilateration/triangulation. However, in all two purposes, it is 
critical that the user device can recover signals from each 
luminaire separately. 

Almost all location determining methods are based on the a-
priori knowledge of the position of communicating LED 
devices playing a role in the localization. Fig. 3. presents the 
VLC based indoor localization concept. For this, we have to 
know which transmitter's signal has been detected. So, 
multiplexing methods are required for the VLC system. 
Mainly three types of channel access technique can be 
implemented in VLC systems; time, frequency, and code 
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division multiple access [38].
On the other hand, VLC can provide very efficient indoor 

localization. Centimeter accuracy can be approached by 
determining the received signal strength or the time of flight 
and by using the triangulation technique. 

Fig.3.  VLC based indoor localization 

D. Location-aware applications 
Over the years, smart advertising has become an essential 

marketing tool for brands to communicate with their potential 
customers in a place where a large number of people live. 
VLC could also be used to create smart areas by providing 
geo-localized information. This way, the location-aware 
information can be delivered to users’ smartphones or tablets 
by using the indoor light. Information Displaying Signboards 
are often made from an array of LEDs; these signboards are 
installed to distribute information in airports, bus stops, and 
other places where the broadcasting of information is 
necessary. The signboard can also transmit data; this type of 
signboard can be applied for indications in several locations
such as airports, museums, and hospitals. 

The indoor public areas can be equipped with accurate 
positioning and localization systems based on VLC 
technology. Several applications may use this indoor 
positioning service. In theaters or cinemas, guide audience can 
help the visitors to their seats.  

The localization information can trigger a particular audio 
or video guide script in a museum. The museum could use Li-
Fi to provide information about exhibitions [39].

Similar to museums, retail markets could provide product 
information, coupon codes, and other personalized shopping 
experiences. It can help shoppers to find discounted items in a 
store or supermarket. Supermarkets are ideal advertising 
spaces since hundreds of consumers visit them every day and 
are receptive to the advertising that is offered to them. The 
process consists of delimiting the zones in which the owner of 
the supermarket wishes to deploy his advertising campaign 
through the positions of the LEDs suspended from the ceiling. 
Consumers may prefer Li-Fi in this case to Bluetooth or Wi-Fi 
since it allows them to remain anonymous by only receiving 
data. 

E. Transportation 
The most promising outdoor application of VLC technology 

is the intelligent transportation system applying the vehicle 

lights and the existing traffic light infrastructure. The LED 
headlights and taillights are commercially available in cars. 
The street lamps and traffic signals are also moving to LED 
technology. So, VLC based vehicle-to-vehicle and 
infrastructure-to-vehicle communications are achievable. It 
can manage road safety and traffic management. By using an 
optical wireless connection, safety messages can be 
transmitted from one vehicle to another one; and also from the 
traffic infrastructure to the approaching vehicles. Cars share 
data concerning their state, like velocity, location, 
acceleration, braking action, or their mechanical state, etc. 
(Fig.4.). Based on it several intelligent transport system 
services and applications can be realized including cooperative 
forward collision warning, emergency electronic brake lights, 
lane change warning, pre-crash sensing, stop sign movement 
assistant, traffic signal violation warning left turn assistant, 
etc. On the other hand, cars can distribute and disperse traffic 
information, like the place of an accident in the system. This 
approach can improve the safety and efficiency of the 
transportation system. Based on the distributed information 
location services and optimized alternative routes can be 
offered [40].

In crowded cities or on highways we have to calculate with 
high traffic density scenario. In this case, the ability of radio 
frequency communications to support intelligent vehicular 
communication has limited reliability because of mutual 
interferences. VLC is a line of sight technology, and it is not 
affected by interferences. So, visible light transmission can 
successfully support communications in high traffic density. 

It is an outdoor application. So, the system must be robust 
to perturbations noises from the sunlight or the artificial light. 
The solution has also to be cost effective to make sure that 
high market penetration is possible. 

Fig.4. Intelligent transport system based on the VLC technology 

F. Underwater communications 
Data transmission in an unguided water environment 

through wireless carriers is called as underwater wireless 
communications. Radio-frequency wave, acoustic wave, and 
optical wave can be applied in this system. RF waves do not 
propagate well in seawater; it is not able to provide 
underwater communications. The bottlenecks of the acoustic 
transmission are the low bandwidth, high latency, and 
complex energy-consuming acoustic transceivers. VLC can be 
effectively used in this environment. In comparison to RF, 
underwater optical wireless communication can provide a 
much higher transmission bandwidth and much higher data 
rate. In this case, VLC can provide short-range (some meters) 
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known Wi-Fi. The system can enable high-speed internet 
connections from the ceiling lamp, because of the large 
available bandwidth. The limited VLC link length does not 
limit the scenario, because the required distance is a few 
meters, equivalent to the distance between the ceiling and 
ground in an office. This technology based on Li-Fi routers 
can offer multi Gb/s connections. The data, which comes from 
the internet, is transformed into a driving signal of the light 
source. According to the data, the light source will switch on 
and off at frequencies unperceivable by the human eye. The 
receiver converts the light signal into an electrical signal and 
next into numerical data which will be delivered to the mobile 
terminal. Fig. 2. shows the basic idea of the Li-fi concept. 

Fig.2. Li-Fi idea 

There are several approaches to realize the uplink in Li-Fi
system. Visible light sources could provide both up- and 
downlink. But the realization is not useful in all cases, because 
of the lack of installed VLC infrastructure for the upload. On 
the other hand, mainly downlink connection pushes the huge 
bandwidth advantage of VLC link. Typically uplink is 
performed using an infrared link [34], or the already existing 
Wi-Fi uplink [35] in integrated Wi-Fi and Li-Fi service.

The transmission of the VLC signal does not affect the 
already applied RF-based communications system. So the two 
alternative wireless technologies could be used together. It 
means that the two technologies can cooperate; the VLC link 
can take some of the load from the already full RF spectrum. 
One useful approach, then the VLC technology, offers high 
data rate downstream from the router to the mobile terminal. 
However, the upstream is provided by radio frequency 
communication from the mobile terminal to the router [35]. 

B. Optical-wireless communication in RF restricted areas 
In areas where RF communications are limited, VLC 

technology can be safely used to provide wireless connections. 
It can be a safe alternative to radio frequency communications 
in hazardous environments, such as mines and petrochemical 
plants. It is also useful in applications where traditional 
WLAN communication may interfere with specialized 
equipment, like hospitals and aircraft passenger cabins' in-
flight entertainment systems 

A most studied example is the hospital environment, where 
electromagnetic wave sensitive areas should connect to the 
network. The utilization of RF communications in hospitals 
and health care units are restricted, especially in operating 
theatres and around magnetic resonance scanners. In these 

places, the information exchange is possible by using a VLC 
system, because VLC does not interfere with radio waves of
the other equipment and machines. 

Aviation is also a restricted area for RF communications. 
Radio is undesirable in passenger compartments of aircraft. 
LEDs are already used for illumination and can also be used 
instead of wires to provide media services to passengers.  This 
approach reduces aircraft construction costs and weight. VLC 
can also be used in hazardous environments where there is a 
risk of explosions. In these areas, RF communications are 
restricted due to the risk. VLC can be successfully used in 
these areas, like mines, oil rigs, chemical plants, etc. 
Additionally, the communication capability is a complement 
to the already existing LED-based lighting systems. 

On the other aspect, VLC uses light sources, which is 
typically not LASER, but the system must follow the safety 
regulations and limits. Accessible Emission Limit (AEL) is the 
maximum affordable emission level permitted within a 
particular LASER hazard class. Maximum Permissible 
Exposure (MPE) is the level of LASER radiation to which an 
unprotected person may be exposed without adverse biological 
changes in the eye or skin. The nominal hazard zone (NHZ) 
can be determined. A complex calculation may have to be 
performed to assess AEL, MPE, and NHZ values for certain 
LASERs and specific conditions. This calculation is defined in 
standards and regulations. However, VLC links typically 
apply LED-based lighting system, which does not exceed the 
limits, determined for LASER based system.   

C. Indoor localization 
In the indoor environment, VLC based localization is very 

convenient since the classical GPS is not able to work inside 
buildings [36]. The omnipresence of LEDs for illumination 
provides unique opportunities for indoor localization [37]. 
Visible light can be applied as an ID system in unusual places 
such as buildings and subways. The visible light ID system 
identifies the location, typically the room and the building. 
Similarly, the visible light ID system can be introduced in 
subways, hospitals, and airports. The system can be extended,
when the ID provides the coordinates of the transmitter. 

Signals transmitted by the LEDs can be used to determine 
the position of a person or object within a room with high 
precision. The requirements of such applications are different 
from high-speed VLC systems. One of the commonly 
employed methods for VLC based localization is optical 
tracking and imaging while the other is based on 
trilateration/triangulation. However, in all two purposes, it is 
critical that the user device can recover signals from each 
luminaire separately. 

Almost all location determining methods are based on the a-
priori knowledge of the position of communicating LED 
devices playing a role in the localization. Fig. 3. presents the 
VLC based indoor localization concept. For this, we have to 
know which transmitter's signal has been detected. So, 
multiplexing methods are required for the VLC system. 
Mainly three types of channel access technique can be 
implemented in VLC systems; time, frequency, and code 
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division multiple access [38].
On the other hand, VLC can provide very efficient indoor 

localization. Centimeter accuracy can be approached by 
determining the received signal strength or the time of flight 
and by using the triangulation technique. 

Fig.3.  VLC based indoor localization 

D. Location-aware applications 
Over the years, smart advertising has become an essential 

marketing tool for brands to communicate with their potential 
customers in a place where a large number of people live. 
VLC could also be used to create smart areas by providing 
geo-localized information. This way, the location-aware 
information can be delivered to users’ smartphones or tablets 
by using the indoor light. Information Displaying Signboards 
are often made from an array of LEDs; these signboards are 
installed to distribute information in airports, bus stops, and 
other places where the broadcasting of information is 
necessary. The signboard can also transmit data; this type of 
signboard can be applied for indications in several locations
such as airports, museums, and hospitals. 

The indoor public areas can be equipped with accurate 
positioning and localization systems based on VLC 
technology. Several applications may use this indoor 
positioning service. In theaters or cinemas, guide audience can 
help the visitors to their seats.  

The localization information can trigger a particular audio 
or video guide script in a museum. The museum could use Li-
Fi to provide information about exhibitions [39].

Similar to museums, retail markets could provide product 
information, coupon codes, and other personalized shopping 
experiences. It can help shoppers to find discounted items in a 
store or supermarket. Supermarkets are ideal advertising 
spaces since hundreds of consumers visit them every day and 
are receptive to the advertising that is offered to them. The 
process consists of delimiting the zones in which the owner of 
the supermarket wishes to deploy his advertising campaign 
through the positions of the LEDs suspended from the ceiling. 
Consumers may prefer Li-Fi in this case to Bluetooth or Wi-Fi 
since it allows them to remain anonymous by only receiving 
data. 

E. Transportation 
The most promising outdoor application of VLC technology 

is the intelligent transportation system applying the vehicle 

lights and the existing traffic light infrastructure. The LED 
headlights and taillights are commercially available in cars. 
The street lamps and traffic signals are also moving to LED 
technology. So, VLC based vehicle-to-vehicle and 
infrastructure-to-vehicle communications are achievable. It 
can manage road safety and traffic management. By using an 
optical wireless connection, safety messages can be 
transmitted from one vehicle to another one; and also from the 
traffic infrastructure to the approaching vehicles. Cars share 
data concerning their state, like velocity, location, 
acceleration, braking action, or their mechanical state, etc. 
(Fig.4.). Based on it several intelligent transport system 
services and applications can be realized including cooperative 
forward collision warning, emergency electronic brake lights, 
lane change warning, pre-crash sensing, stop sign movement 
assistant, traffic signal violation warning left turn assistant, 
etc. On the other hand, cars can distribute and disperse traffic 
information, like the place of an accident in the system. This 
approach can improve the safety and efficiency of the 
transportation system. Based on the distributed information 
location services and optimized alternative routes can be 
offered [40].

In crowded cities or on highways we have to calculate with 
high traffic density scenario. In this case, the ability of radio 
frequency communications to support intelligent vehicular 
communication has limited reliability because of mutual 
interferences. VLC is a line of sight technology, and it is not 
affected by interferences. So, visible light transmission can 
successfully support communications in high traffic density. 

It is an outdoor application. So, the system must be robust 
to perturbations noises from the sunlight or the artificial light. 
The solution has also to be cost effective to make sure that 
high market penetration is possible. 

Fig.4. Intelligent transport system based on the VLC technology 

F. Underwater communications 
Data transmission in an unguided water environment 

through wireless carriers is called as underwater wireless 
communications. Radio-frequency wave, acoustic wave, and 
optical wave can be applied in this system. RF waves do not 
propagate well in seawater; it is not able to provide 
underwater communications. The bottlenecks of the acoustic 
transmission are the low bandwidth, high latency, and 
complex energy-consuming acoustic transceivers. VLC can be 
effectively used in this environment. In comparison to RF, 
underwater optical wireless communication can provide a 
much higher transmission bandwidth and much higher data 
rate. In this case, VLC can provide short-range (some meters) 
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known Wi-Fi. The system can enable high-speed internet 
connections from the ceiling lamp, because of the large 
available bandwidth. The limited VLC link length does not 
limit the scenario, because the required distance is a few 
meters, equivalent to the distance between the ceiling and 
ground in an office. This technology based on Li-Fi routers 
can offer multi Gb/s connections. The data, which comes from 
the internet, is transformed into a driving signal of the light 
source. According to the data, the light source will switch on 
and off at frequencies unperceivable by the human eye. The 
receiver converts the light signal into an electrical signal and 
next into numerical data which will be delivered to the mobile 
terminal. Fig. 2. shows the basic idea of the Li-fi concept. 

Fig.2. Li-Fi idea 

There are several approaches to realize the uplink in Li-Fi
system. Visible light sources could provide both up- and 
downlink. But the realization is not useful in all cases, because 
of the lack of installed VLC infrastructure for the upload. On 
the other hand, mainly downlink connection pushes the huge 
bandwidth advantage of VLC link. Typically uplink is 
performed using an infrared link [34], or the already existing 
Wi-Fi uplink [35] in integrated Wi-Fi and Li-Fi service.

The transmission of the VLC signal does not affect the 
already applied RF-based communications system. So the two 
alternative wireless technologies could be used together. It 
means that the two technologies can cooperate; the VLC link 
can take some of the load from the already full RF spectrum. 
One useful approach, then the VLC technology, offers high 
data rate downstream from the router to the mobile terminal. 
However, the upstream is provided by radio frequency 
communication from the mobile terminal to the router [35]. 

B. Optical-wireless communication in RF restricted areas 
In areas where RF communications are limited, VLC 

technology can be safely used to provide wireless connections. 
It can be a safe alternative to radio frequency communications 
in hazardous environments, such as mines and petrochemical 
plants. It is also useful in applications where traditional 
WLAN communication may interfere with specialized 
equipment, like hospitals and aircraft passenger cabins' in-
flight entertainment systems 

A most studied example is the hospital environment, where 
electromagnetic wave sensitive areas should connect to the 
network. The utilization of RF communications in hospitals 
and health care units are restricted, especially in operating 
theatres and around magnetic resonance scanners. In these 

places, the information exchange is possible by using a VLC 
system, because VLC does not interfere with radio waves of
the other equipment and machines. 

Aviation is also a restricted area for RF communications. 
Radio is undesirable in passenger compartments of aircraft. 
LEDs are already used for illumination and can also be used 
instead of wires to provide media services to passengers.  This 
approach reduces aircraft construction costs and weight. VLC 
can also be used in hazardous environments where there is a 
risk of explosions. In these areas, RF communications are 
restricted due to the risk. VLC can be successfully used in 
these areas, like mines, oil rigs, chemical plants, etc. 
Additionally, the communication capability is a complement 
to the already existing LED-based lighting systems. 

On the other aspect, VLC uses light sources, which is 
typically not LASER, but the system must follow the safety 
regulations and limits. Accessible Emission Limit (AEL) is the 
maximum affordable emission level permitted within a 
particular LASER hazard class. Maximum Permissible 
Exposure (MPE) is the level of LASER radiation to which an 
unprotected person may be exposed without adverse biological 
changes in the eye or skin. The nominal hazard zone (NHZ) 
can be determined. A complex calculation may have to be 
performed to assess AEL, MPE, and NHZ values for certain 
LASERs and specific conditions. This calculation is defined in 
standards and regulations. However, VLC links typically 
apply LED-based lighting system, which does not exceed the 
limits, determined for LASER based system.   

C. Indoor localization 
In the indoor environment, VLC based localization is very 

convenient since the classical GPS is not able to work inside 
buildings [36]. The omnipresence of LEDs for illumination 
provides unique opportunities for indoor localization [37]. 
Visible light can be applied as an ID system in unusual places 
such as buildings and subways. The visible light ID system 
identifies the location, typically the room and the building. 
Similarly, the visible light ID system can be introduced in 
subways, hospitals, and airports. The system can be extended,
when the ID provides the coordinates of the transmitter. 

Signals transmitted by the LEDs can be used to determine 
the position of a person or object within a room with high 
precision. The requirements of such applications are different 
from high-speed VLC systems. One of the commonly 
employed methods for VLC based localization is optical 
tracking and imaging while the other is based on 
trilateration/triangulation. However, in all two purposes, it is 
critical that the user device can recover signals from each 
luminaire separately. 

Almost all location determining methods are based on the a-
priori knowledge of the position of communicating LED 
devices playing a role in the localization. Fig. 3. presents the 
VLC based indoor localization concept. For this, we have to 
know which transmitter's signal has been detected. So, 
multiplexing methods are required for the VLC system. 
Mainly three types of channel access technique can be 
implemented in VLC systems; time, frequency, and code 
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division multiple access [38].
On the other hand, VLC can provide very efficient indoor 

localization. Centimeter accuracy can be approached by 
determining the received signal strength or the time of flight 
and by using the triangulation technique. 

Fig.3.  VLC based indoor localization 

D. Location-aware applications 
Over the years, smart advertising has become an essential 

marketing tool for brands to communicate with their potential 
customers in a place where a large number of people live. 
VLC could also be used to create smart areas by providing 
geo-localized information. This way, the location-aware 
information can be delivered to users’ smartphones or tablets 
by using the indoor light. Information Displaying Signboards 
are often made from an array of LEDs; these signboards are 
installed to distribute information in airports, bus stops, and 
other places where the broadcasting of information is 
necessary. The signboard can also transmit data; this type of 
signboard can be applied for indications in several locations
such as airports, museums, and hospitals. 

The indoor public areas can be equipped with accurate 
positioning and localization systems based on VLC 
technology. Several applications may use this indoor 
positioning service. In theaters or cinemas, guide audience can 
help the visitors to their seats.  

The localization information can trigger a particular audio 
or video guide script in a museum. The museum could use Li-
Fi to provide information about exhibitions [39].

Similar to museums, retail markets could provide product 
information, coupon codes, and other personalized shopping 
experiences. It can help shoppers to find discounted items in a 
store or supermarket. Supermarkets are ideal advertising 
spaces since hundreds of consumers visit them every day and 
are receptive to the advertising that is offered to them. The 
process consists of delimiting the zones in which the owner of 
the supermarket wishes to deploy his advertising campaign 
through the positions of the LEDs suspended from the ceiling. 
Consumers may prefer Li-Fi in this case to Bluetooth or Wi-Fi 
since it allows them to remain anonymous by only receiving 
data. 

E. Transportation 
The most promising outdoor application of VLC technology 

is the intelligent transportation system applying the vehicle 

lights and the existing traffic light infrastructure. The LED 
headlights and taillights are commercially available in cars. 
The street lamps and traffic signals are also moving to LED 
technology. So, VLC based vehicle-to-vehicle and 
infrastructure-to-vehicle communications are achievable. It 
can manage road safety and traffic management. By using an 
optical wireless connection, safety messages can be 
transmitted from one vehicle to another one; and also from the 
traffic infrastructure to the approaching vehicles. Cars share 
data concerning their state, like velocity, location, 
acceleration, braking action, or their mechanical state, etc. 
(Fig.4.). Based on it several intelligent transport system 
services and applications can be realized including cooperative 
forward collision warning, emergency electronic brake lights, 
lane change warning, pre-crash sensing, stop sign movement 
assistant, traffic signal violation warning left turn assistant, 
etc. On the other hand, cars can distribute and disperse traffic 
information, like the place of an accident in the system. This 
approach can improve the safety and efficiency of the 
transportation system. Based on the distributed information 
location services and optimized alternative routes can be 
offered [40].

In crowded cities or on highways we have to calculate with 
high traffic density scenario. In this case, the ability of radio 
frequency communications to support intelligent vehicular 
communication has limited reliability because of mutual 
interferences. VLC is a line of sight technology, and it is not 
affected by interferences. So, visible light transmission can 
successfully support communications in high traffic density. 

It is an outdoor application. So, the system must be robust 
to perturbations noises from the sunlight or the artificial light. 
The solution has also to be cost effective to make sure that 
high market penetration is possible. 

Fig.4. Intelligent transport system based on the VLC technology 

F. Underwater communications 
Data transmission in an unguided water environment 

through wireless carriers is called as underwater wireless 
communications. Radio-frequency wave, acoustic wave, and 
optical wave can be applied in this system. RF waves do not 
propagate well in seawater; it is not able to provide 
underwater communications. The bottlenecks of the acoustic 
transmission are the low bandwidth, high latency, and 
complex energy-consuming acoustic transceivers. VLC can be 
effectively used in this environment. In comparison to RF, 
underwater optical wireless communication can provide a 
much higher transmission bandwidth and much higher data 
rate. In this case, VLC can provide short-range (some meters) 
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division multiple access [38].
On the other hand, VLC can provide very efficient indoor 

localization. Centimeter accuracy can be approached by 
determining the received signal strength or the time of flight 
and by using the triangulation technique. 

Fig.3.  VLC based indoor localization 

D. Location-aware applications 
Over the years, smart advertising has become an essential 

marketing tool for brands to communicate with their potential 
customers in a place where a large number of people live. 
VLC could also be used to create smart areas by providing 
geo-localized information. This way, the location-aware 
information can be delivered to users’ smartphones or tablets 
by using the indoor light. Information Displaying Signboards 
are often made from an array of LEDs; these signboards are 
installed to distribute information in airports, bus stops, and 
other places where the broadcasting of information is 
necessary. The signboard can also transmit data; this type of 
signboard can be applied for indications in several locations
such as airports, museums, and hospitals. 

The indoor public areas can be equipped with accurate 
positioning and localization systems based on VLC 
technology. Several applications may use this indoor 
positioning service. In theaters or cinemas, guide audience can 
help the visitors to their seats.  

The localization information can trigger a particular audio 
or video guide script in a museum. The museum could use Li-
Fi to provide information about exhibitions [39].

Similar to museums, retail markets could provide product 
information, coupon codes, and other personalized shopping 
experiences. It can help shoppers to find discounted items in a 
store or supermarket. Supermarkets are ideal advertising 
spaces since hundreds of consumers visit them every day and 
are receptive to the advertising that is offered to them. The 
process consists of delimiting the zones in which the owner of 
the supermarket wishes to deploy his advertising campaign 
through the positions of the LEDs suspended from the ceiling. 
Consumers may prefer Li-Fi in this case to Bluetooth or Wi-Fi 
since it allows them to remain anonymous by only receiving 
data. 

E. Transportation 
The most promising outdoor application of VLC technology 

is the intelligent transportation system applying the vehicle 

lights and the existing traffic light infrastructure. The LED 
headlights and taillights are commercially available in cars. 
The street lamps and traffic signals are also moving to LED 
technology. So, VLC based vehicle-to-vehicle and 
infrastructure-to-vehicle communications are achievable. It 
can manage road safety and traffic management. By using an 
optical wireless connection, safety messages can be 
transmitted from one vehicle to another one; and also from the 
traffic infrastructure to the approaching vehicles. Cars share 
data concerning their state, like velocity, location, 
acceleration, braking action, or their mechanical state, etc. 
(Fig.4.). Based on it several intelligent transport system 
services and applications can be realized including cooperative 
forward collision warning, emergency electronic brake lights, 
lane change warning, pre-crash sensing, stop sign movement 
assistant, traffic signal violation warning left turn assistant, 
etc. On the other hand, cars can distribute and disperse traffic 
information, like the place of an accident in the system. This 
approach can improve the safety and efficiency of the 
transportation system. Based on the distributed information 
location services and optimized alternative routes can be 
offered [40].

In crowded cities or on highways we have to calculate with 
high traffic density scenario. In this case, the ability of radio 
frequency communications to support intelligent vehicular 
communication has limited reliability because of mutual 
interferences. VLC is a line of sight technology, and it is not 
affected by interferences. So, visible light transmission can 
successfully support communications in high traffic density. 

It is an outdoor application. So, the system must be robust 
to perturbations noises from the sunlight or the artificial light. 
The solution has also to be cost effective to make sure that 
high market penetration is possible. 

Fig.4. Intelligent transport system based on the VLC technology 

F. Underwater communications 
Data transmission in an unguided water environment 

through wireless carriers is called as underwater wireless 
communications. Radio-frequency wave, acoustic wave, and 
optical wave can be applied in this system. RF waves do not 
propagate well in seawater; it is not able to provide 
underwater communications. The bottlenecks of the acoustic 
transmission are the low bandwidth, high latency, and 
complex energy-consuming acoustic transceivers. VLC can be 
effectively used in this environment. In comparison to RF, 
underwater optical wireless communication can provide a 
much higher transmission bandwidth and much higher data 
rate. In this case, VLC can provide short-range (some meters) 
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division multiple access [38].
On the other hand, VLC can provide very efficient indoor 

localization. Centimeter accuracy can be approached by 
determining the received signal strength or the time of flight 
and by using the triangulation technique. 

Fig.3.  VLC based indoor localization 

D. Location-aware applications 
Over the years, smart advertising has become an essential 

marketing tool for brands to communicate with their potential 
customers in a place where a large number of people live. 
VLC could also be used to create smart areas by providing 
geo-localized information. This way, the location-aware 
information can be delivered to users’ smartphones or tablets 
by using the indoor light. Information Displaying Signboards 
are often made from an array of LEDs; these signboards are 
installed to distribute information in airports, bus stops, and 
other places where the broadcasting of information is 
necessary. The signboard can also transmit data; this type of 
signboard can be applied for indications in several locations
such as airports, museums, and hospitals. 

The indoor public areas can be equipped with accurate 
positioning and localization systems based on VLC 
technology. Several applications may use this indoor 
positioning service. In theaters or cinemas, guide audience can 
help the visitors to their seats.  

The localization information can trigger a particular audio 
or video guide script in a museum. The museum could use Li-
Fi to provide information about exhibitions [39].

Similar to museums, retail markets could provide product 
information, coupon codes, and other personalized shopping 
experiences. It can help shoppers to find discounted items in a 
store or supermarket. Supermarkets are ideal advertising 
spaces since hundreds of consumers visit them every day and 
are receptive to the advertising that is offered to them. The 
process consists of delimiting the zones in which the owner of 
the supermarket wishes to deploy his advertising campaign 
through the positions of the LEDs suspended from the ceiling. 
Consumers may prefer Li-Fi in this case to Bluetooth or Wi-Fi 
since it allows them to remain anonymous by only receiving 
data. 

E. Transportation 
The most promising outdoor application of VLC technology 

is the intelligent transportation system applying the vehicle 

lights and the existing traffic light infrastructure. The LED 
headlights and taillights are commercially available in cars. 
The street lamps and traffic signals are also moving to LED 
technology. So, VLC based vehicle-to-vehicle and 
infrastructure-to-vehicle communications are achievable. It 
can manage road safety and traffic management. By using an 
optical wireless connection, safety messages can be 
transmitted from one vehicle to another one; and also from the 
traffic infrastructure to the approaching vehicles. Cars share 
data concerning their state, like velocity, location, 
acceleration, braking action, or their mechanical state, etc. 
(Fig.4.). Based on it several intelligent transport system 
services and applications can be realized including cooperative 
forward collision warning, emergency electronic brake lights, 
lane change warning, pre-crash sensing, stop sign movement 
assistant, traffic signal violation warning left turn assistant, 
etc. On the other hand, cars can distribute and disperse traffic 
information, like the place of an accident in the system. This 
approach can improve the safety and efficiency of the 
transportation system. Based on the distributed information 
location services and optimized alternative routes can be 
offered [40].

In crowded cities or on highways we have to calculate with 
high traffic density scenario. In this case, the ability of radio 
frequency communications to support intelligent vehicular 
communication has limited reliability because of mutual 
interferences. VLC is a line of sight technology, and it is not 
affected by interferences. So, visible light transmission can 
successfully support communications in high traffic density. 

It is an outdoor application. So, the system must be robust 
to perturbations noises from the sunlight or the artificial light. 
The solution has also to be cost effective to make sure that 
high market penetration is possible. 

Fig.4. Intelligent transport system based on the VLC technology 

F. Underwater communications 
Data transmission in an unguided water environment 

through wireless carriers is called as underwater wireless 
communications. Radio-frequency wave, acoustic wave, and 
optical wave can be applied in this system. RF waves do not 
propagate well in seawater; it is not able to provide 
underwater communications. The bottlenecks of the acoustic 
transmission are the low bandwidth, high latency, and 
complex energy-consuming acoustic transceivers. VLC can be 
effectively used in this environment. In comparison to RF, 
underwater optical wireless communication can provide a 
much higher transmission bandwidth and much higher data 
rate. In this case, VLC can provide short-range (some meters) 

P

d1

d2

d3
d4

safe 

RED color alarm
traffic information

warning
zone 

automatic 
breaking

inter-vehicle distance

emergency breaking
traffic information, speed, etc.

collision warning
traffic information, speed, etc.

Eszter Udvary : Visible Light Communication 9

communications which can enable divers, underwater robots, 
and undersea sensors to communicate with each other or with 
the base station or buoy on the surface (Fig.5). 

VLC technology may achieve a data rate on the order of 
Gbps over moderate distances of tens of meters in seawater. 
The transmission speed of light in water is much higher than 
the acoustic wave; the VLC link provides low link latency. 
The high transmission data rate and the low latency guarantee 
the realization of real-time applications like underwater video 
transmission. Underwater optical-wireless also has higher 
communication security over the acoustic and RF methods. 
Eavesdropping is more difficult in LoS configuration, which is 
implemented in VLC systems, rather than the diffused 
broadcasting scenario like acoustic and RF wave 
communication. Finally, the optical-wireless link is much 
more energy efficient and cost-effective than its acoustic and 
RF competitors. Acoustic and RF transceivers are large, 
expensive, and highly energy consuming. Underwater VLC 
transceivers are relatively small and low-cost implementing 
LASER diodes or LEDs and photodiodes. [41] 

Besides the advantages of marine VLC technology, there 
are some disadvantages or at least challenges of the approach. 

The blue and green spectrum components are used for 
underwater communication, because of the minimum 
attenuation value. However, the optical signal is still degraded 
by the absorption, and the scattering caused multipath 
propagation due to the inevitable photon interactions with the 
water molecules and other particulate matters in the water. In 
an underwater environment, chlorophyll, similar issues, and 
colored dissolved organic materials are capable of absorbing 
the blue and red lights [42]. Additionally, its increase the 
turbidity of the water and thus shrink the propagation distance 
of the light. Moreover, the concentration of colored dissolved 
organic material will also change with ocean depth variations, 
and consequently, the corresponding light attenuation 
coefficients also vary with the water depth. 

VLC communication in the marine environment is a unique 
situation. In this application, there is no already installed 
lighting infrastructure; the VLC communication link is 
established for the dedicate data transmission. So, blue or 
green LASER can be implemented instead of an LED light 
source. The LASER source has a narrow divergence feature,
which increases the safety and the power budget. However, 
LASERs with a tight divergence angle require precise pointing 
between transmitter and receiver, an exact alignment condition 
is needed. This requirement will limit the performance of the 
system in turbulent water environments and can become a 
critical problem when the transmitter and the receiver are non-
stationary nodes, such as an autonomous vehicle. Underwater 
optical links will be temporarily disconnected due to 
misalignment of optical transceivers. It can take place 
frequently, as the underwater environment is turbulent, 
especially in the vertical buoy-based surface-to-bottom 
applications. Random movements of sea surface will cause 
serious connectivity loss problem. Use of a LED light source 
with more extensive divergence may solve this problem. 
However, the wider divergence of the light ray comes from the 

LED source limits the link length.   
Implementation of the systems requires reliable underwater 

devices. In the marine environment, the flow, the pressure, the 
temperature, and the salinity of seawater strongly impact the 
performance and lifetime of the underwater devices. The 
reliability of device batteries and efficiency of device power 
consumption are critical because solar energy cannot be 
exploited in the undersea environment. 

Fig.5. Underwater VLC transmission 

V. CONCLUSION

Visible light communication has the potential to provide 
high-speed data communication with good security and 
improved energy efficiency. VLC development is motivated 
by the increasing demand for wireless communication 
technologies. The LEDs performances sustained the rapid 
evolution of VLC. VLC can be successfully commercialized 
in coming years because the interest increases from the 
research community, industries, and standardization. 

This paper is an overview of literature covering features and
applications of visible light communication. It first introduces 
the motivation for VLC technology development. The main 
advantages and disadvantages of this technology are 
overviewed; the challenges are presented. The main 
applications of VLC technology were identified. 

The different modulation techniques are discussed, the 
optimal modulation scheme should be able to provide 
dimming support and minimize flickering effect while 
maintaining higher spectral efficiency. This part of the paper 
includes a review of major modulation techniques (OOK, 
PPM, OFDM, and CSK). 

The last sections provide an overview of communication 
applications. High data rate indoor communication is one of 
the main application domains for VLC technology. It can be 
used for fast internet connection or a fast data broadcast over a 
short communication range. The scientific community has 
made significant efforts in this research area, which allowed 
VLC to obtain impressive results. 

On the other hand, several outdoor applications serving 
more extended range are also developed by the research 
community. Both underwater communication and automotive 
area require special requirements. The main challenges in 
these applications are the achievement of tens of meters 
communication and increasing the robustness to noise. The 
third main area is the low bitrate approaches, mainly sensor 
and identification applications.   

sensor sensor
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division multiple access [38].
On the other hand, VLC can provide very efficient indoor 

localization. Centimeter accuracy can be approached by 
determining the received signal strength or the time of flight 
and by using the triangulation technique. 

Fig.3.  VLC based indoor localization 

D. Location-aware applications 
Over the years, smart advertising has become an essential 

marketing tool for brands to communicate with their potential 
customers in a place where a large number of people live. 
VLC could also be used to create smart areas by providing 
geo-localized information. This way, the location-aware 
information can be delivered to users’ smartphones or tablets 
by using the indoor light. Information Displaying Signboards 
are often made from an array of LEDs; these signboards are 
installed to distribute information in airports, bus stops, and 
other places where the broadcasting of information is 
necessary. The signboard can also transmit data; this type of 
signboard can be applied for indications in several locations
such as airports, museums, and hospitals. 

The indoor public areas can be equipped with accurate 
positioning and localization systems based on VLC 
technology. Several applications may use this indoor 
positioning service. In theaters or cinemas, guide audience can 
help the visitors to their seats.  

The localization information can trigger a particular audio 
or video guide script in a museum. The museum could use Li-
Fi to provide information about exhibitions [39].

Similar to museums, retail markets could provide product 
information, coupon codes, and other personalized shopping 
experiences. It can help shoppers to find discounted items in a 
store or supermarket. Supermarkets are ideal advertising 
spaces since hundreds of consumers visit them every day and 
are receptive to the advertising that is offered to them. The 
process consists of delimiting the zones in which the owner of 
the supermarket wishes to deploy his advertising campaign 
through the positions of the LEDs suspended from the ceiling. 
Consumers may prefer Li-Fi in this case to Bluetooth or Wi-Fi 
since it allows them to remain anonymous by only receiving 
data. 

E. Transportation 
The most promising outdoor application of VLC technology 

is the intelligent transportation system applying the vehicle 

lights and the existing traffic light infrastructure. The LED 
headlights and taillights are commercially available in cars. 
The street lamps and traffic signals are also moving to LED 
technology. So, VLC based vehicle-to-vehicle and 
infrastructure-to-vehicle communications are achievable. It 
can manage road safety and traffic management. By using an 
optical wireless connection, safety messages can be 
transmitted from one vehicle to another one; and also from the 
traffic infrastructure to the approaching vehicles. Cars share 
data concerning their state, like velocity, location, 
acceleration, braking action, or their mechanical state, etc. 
(Fig.4.). Based on it several intelligent transport system 
services and applications can be realized including cooperative 
forward collision warning, emergency electronic brake lights, 
lane change warning, pre-crash sensing, stop sign movement 
assistant, traffic signal violation warning left turn assistant, 
etc. On the other hand, cars can distribute and disperse traffic 
information, like the place of an accident in the system. This 
approach can improve the safety and efficiency of the 
transportation system. Based on the distributed information 
location services and optimized alternative routes can be 
offered [40].

In crowded cities or on highways we have to calculate with 
high traffic density scenario. In this case, the ability of radio 
frequency communications to support intelligent vehicular 
communication has limited reliability because of mutual 
interferences. VLC is a line of sight technology, and it is not 
affected by interferences. So, visible light transmission can 
successfully support communications in high traffic density. 

It is an outdoor application. So, the system must be robust 
to perturbations noises from the sunlight or the artificial light. 
The solution has also to be cost effective to make sure that 
high market penetration is possible. 

Fig.4. Intelligent transport system based on the VLC technology 

F. Underwater communications 
Data transmission in an unguided water environment 

through wireless carriers is called as underwater wireless 
communications. Radio-frequency wave, acoustic wave, and 
optical wave can be applied in this system. RF waves do not 
propagate well in seawater; it is not able to provide 
underwater communications. The bottlenecks of the acoustic 
transmission are the low bandwidth, high latency, and 
complex energy-consuming acoustic transceivers. VLC can be 
effectively used in this environment. In comparison to RF, 
underwater optical wireless communication can provide a 
much higher transmission bandwidth and much higher data 
rate. In this case, VLC can provide short-range (some meters) 
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communications which can enable divers, underwater robots, 
and undersea sensors to communicate with each other or with 
the base station or buoy on the surface (Fig.5). 

VLC technology may achieve a data rate on the order of 
Gbps over moderate distances of tens of meters in seawater. 
The transmission speed of light in water is much higher than 
the acoustic wave; the VLC link provides low link latency. 
The high transmission data rate and the low latency guarantee 
the realization of real-time applications like underwater video 
transmission. Underwater optical-wireless also has higher 
communication security over the acoustic and RF methods. 
Eavesdropping is more difficult in LoS configuration, which is 
implemented in VLC systems, rather than the diffused 
broadcasting scenario like acoustic and RF wave 
communication. Finally, the optical-wireless link is much 
more energy efficient and cost-effective than its acoustic and 
RF competitors. Acoustic and RF transceivers are large, 
expensive, and highly energy consuming. Underwater VLC 
transceivers are relatively small and low-cost implementing 
LASER diodes or LEDs and photodiodes. [41] 

Besides the advantages of marine VLC technology, there 
are some disadvantages or at least challenges of the approach. 

The blue and green spectrum components are used for 
underwater communication, because of the minimum 
attenuation value. However, the optical signal is still degraded 
by the absorption, and the scattering caused multipath 
propagation due to the inevitable photon interactions with the 
water molecules and other particulate matters in the water. In 
an underwater environment, chlorophyll, similar issues, and 
colored dissolved organic materials are capable of absorbing 
the blue and red lights [42]. Additionally, its increase the 
turbidity of the water and thus shrink the propagation distance 
of the light. Moreover, the concentration of colored dissolved 
organic material will also change with ocean depth variations, 
and consequently, the corresponding light attenuation 
coefficients also vary with the water depth. 

VLC communication in the marine environment is a unique 
situation. In this application, there is no already installed 
lighting infrastructure; the VLC communication link is 
established for the dedicate data transmission. So, blue or 
green LASER can be implemented instead of an LED light 
source. The LASER source has a narrow divergence feature,
which increases the safety and the power budget. However, 
LASERs with a tight divergence angle require precise pointing 
between transmitter and receiver, an exact alignment condition 
is needed. This requirement will limit the performance of the 
system in turbulent water environments and can become a 
critical problem when the transmitter and the receiver are non-
stationary nodes, such as an autonomous vehicle. Underwater 
optical links will be temporarily disconnected due to 
misalignment of optical transceivers. It can take place 
frequently, as the underwater environment is turbulent, 
especially in the vertical buoy-based surface-to-bottom 
applications. Random movements of sea surface will cause 
serious connectivity loss problem. Use of a LED light source 
with more extensive divergence may solve this problem. 
However, the wider divergence of the light ray comes from the 

LED source limits the link length.   
Implementation of the systems requires reliable underwater 

devices. In the marine environment, the flow, the pressure, the 
temperature, and the salinity of seawater strongly impact the 
performance and lifetime of the underwater devices. The 
reliability of device batteries and efficiency of device power 
consumption are critical because solar energy cannot be 
exploited in the undersea environment. 

Fig.5. Underwater VLC transmission 

V. CONCLUSION

Visible light communication has the potential to provide 
high-speed data communication with good security and 
improved energy efficiency. VLC development is motivated 
by the increasing demand for wireless communication 
technologies. The LEDs performances sustained the rapid 
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communications which can enable divers, underwater robots, 
and undersea sensors to communicate with each other or with 
the base station or buoy on the surface (Fig.5). 

VLC technology may achieve a data rate on the order of 
Gbps over moderate distances of tens of meters in seawater. 
The transmission speed of light in water is much higher than 
the acoustic wave; the VLC link provides low link latency. 
The high transmission data rate and the low latency guarantee 
the realization of real-time applications like underwater video 
transmission. Underwater optical-wireless also has higher 
communication security over the acoustic and RF methods. 
Eavesdropping is more difficult in LoS configuration, which is 
implemented in VLC systems, rather than the diffused 
broadcasting scenario like acoustic and RF wave 
communication. Finally, the optical-wireless link is much 
more energy efficient and cost-effective than its acoustic and 
RF competitors. Acoustic and RF transceivers are large, 
expensive, and highly energy consuming. Underwater VLC 
transceivers are relatively small and low-cost implementing 
LASER diodes or LEDs and photodiodes. [41] 

Besides the advantages of marine VLC technology, there 
are some disadvantages or at least challenges of the approach. 

The blue and green spectrum components are used for 
underwater communication, because of the minimum 
attenuation value. However, the optical signal is still degraded 
by the absorption, and the scattering caused multipath 
propagation due to the inevitable photon interactions with the 
water molecules and other particulate matters in the water. In 
an underwater environment, chlorophyll, similar issues, and 
colored dissolved organic materials are capable of absorbing 
the blue and red lights [42]. Additionally, its increase the 
turbidity of the water and thus shrink the propagation distance 
of the light. Moreover, the concentration of colored dissolved 
organic material will also change with ocean depth variations, 
and consequently, the corresponding light attenuation 
coefficients also vary with the water depth. 

VLC communication in the marine environment is a unique 
situation. In this application, there is no already installed 
lighting infrastructure; the VLC communication link is 
established for the dedicate data transmission. So, blue or 
green LASER can be implemented instead of an LED light 
source. The LASER source has a narrow divergence feature,
which increases the safety and the power budget. However, 
LASERs with a tight divergence angle require precise pointing 
between transmitter and receiver, an exact alignment condition 
is needed. This requirement will limit the performance of the 
system in turbulent water environments and can become a 
critical problem when the transmitter and the receiver are non-
stationary nodes, such as an autonomous vehicle. Underwater 
optical links will be temporarily disconnected due to 
misalignment of optical transceivers. It can take place 
frequently, as the underwater environment is turbulent, 
especially in the vertical buoy-based surface-to-bottom 
applications. Random movements of sea surface will cause 
serious connectivity loss problem. Use of a LED light source 
with more extensive divergence may solve this problem. 
However, the wider divergence of the light ray comes from the 

LED source limits the link length.   
Implementation of the systems requires reliable underwater 

devices. In the marine environment, the flow, the pressure, the 
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of the light. Moreover, the concentration of colored dissolved 
organic material will also change with ocean depth variations, 
and consequently, the corresponding light attenuation 
coefficients also vary with the water depth. 

VLC communication in the marine environment is a unique 
situation. In this application, there is no already installed 
lighting infrastructure; the VLC communication link is 
established for the dedicate data transmission. So, blue or 
green LASER can be implemented instead of an LED light 
source. The LASER source has a narrow divergence feature,
which increases the safety and the power budget. However, 
LASERs with a tight divergence angle require precise pointing 
between transmitter and receiver, an exact alignment condition 
is needed. This requirement will limit the performance of the 
system in turbulent water environments and can become a 
critical problem when the transmitter and the receiver are non-
stationary nodes, such as an autonomous vehicle. Underwater 
optical links will be temporarily disconnected due to 
misalignment of optical transceivers. It can take place 
frequently, as the underwater environment is turbulent, 
especially in the vertical buoy-based surface-to-bottom 
applications. Random movements of sea surface will cause 
serious connectivity loss problem. Use of a LED light source 
with more extensive divergence may solve this problem. 
However, the wider divergence of the light ray comes from the 
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Implementation of the systems requires reliable underwater 
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communications which can enable divers, underwater robots, 
and undersea sensors to communicate with each other or with 
the base station or buoy on the surface (Fig.5). 

VLC technology may achieve a data rate on the order of 
Gbps over moderate distances of tens of meters in seawater. 
The transmission speed of light in water is much higher than 
the acoustic wave; the VLC link provides low link latency. 
The high transmission data rate and the low latency guarantee 
the realization of real-time applications like underwater video 
transmission. Underwater optical-wireless also has higher 
communication security over the acoustic and RF methods. 
Eavesdropping is more difficult in LoS configuration, which is 
implemented in VLC systems, rather than the diffused 
broadcasting scenario like acoustic and RF wave 
communication. Finally, the optical-wireless link is much 
more energy efficient and cost-effective than its acoustic and 
RF competitors. Acoustic and RF transceivers are large, 
expensive, and highly energy consuming. Underwater VLC 
transceivers are relatively small and low-cost implementing 
LASER diodes or LEDs and photodiodes. [41] 

Besides the advantages of marine VLC technology, there 
are some disadvantages or at least challenges of the approach. 

The blue and green spectrum components are used for 
underwater communication, because of the minimum 
attenuation value. However, the optical signal is still degraded 
by the absorption, and the scattering caused multipath 
propagation due to the inevitable photon interactions with the 
water molecules and other particulate matters in the water. In 
an underwater environment, chlorophyll, similar issues, and 
colored dissolved organic materials are capable of absorbing 
the blue and red lights [42]. Additionally, its increase the 
turbidity of the water and thus shrink the propagation distance 
of the light. Moreover, the concentration of colored dissolved 
organic material will also change with ocean depth variations, 
and consequently, the corresponding light attenuation 
coefficients also vary with the water depth. 

VLC communication in the marine environment is a unique 
situation. In this application, there is no already installed 
lighting infrastructure; the VLC communication link is 
established for the dedicate data transmission. So, blue or 
green LASER can be implemented instead of an LED light 
source. The LASER source has a narrow divergence feature,
which increases the safety and the power budget. However, 
LASERs with a tight divergence angle require precise pointing 
between transmitter and receiver, an exact alignment condition 
is needed. This requirement will limit the performance of the 
system in turbulent water environments and can become a 
critical problem when the transmitter and the receiver are non-
stationary nodes, such as an autonomous vehicle. Underwater 
optical links will be temporarily disconnected due to 
misalignment of optical transceivers. It can take place 
frequently, as the underwater environment is turbulent, 
especially in the vertical buoy-based surface-to-bottom 
applications. Random movements of sea surface will cause 
serious connectivity loss problem. Use of a LED light source 
with more extensive divergence may solve this problem. 
However, the wider divergence of the light ray comes from the 

LED source limits the link length.   
Implementation of the systems requires reliable underwater 

devices. In the marine environment, the flow, the pressure, the 
temperature, and the salinity of seawater strongly impact the 
performance and lifetime of the underwater devices. The 
reliability of device batteries and efficiency of device power 
consumption are critical because solar energy cannot be 
exploited in the undersea environment. 
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the base station or buoy on the surface (Fig.5). 
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The transmission speed of light in water is much higher than 
the acoustic wave; the VLC link provides low link latency. 
The high transmission data rate and the low latency guarantee 
the realization of real-time applications like underwater video 
transmission. Underwater optical-wireless also has higher 
communication security over the acoustic and RF methods. 
Eavesdropping is more difficult in LoS configuration, which is 
implemented in VLC systems, rather than the diffused 
broadcasting scenario like acoustic and RF wave 
communication. Finally, the optical-wireless link is much 
more energy efficient and cost-effective than its acoustic and 
RF competitors. Acoustic and RF transceivers are large, 
expensive, and highly energy consuming. Underwater VLC 
transceivers are relatively small and low-cost implementing 
LASER diodes or LEDs and photodiodes. [41] 

Besides the advantages of marine VLC technology, there 
are some disadvantages or at least challenges of the approach. 

The blue and green spectrum components are used for 
underwater communication, because of the minimum 
attenuation value. However, the optical signal is still degraded 
by the absorption, and the scattering caused multipath 
propagation due to the inevitable photon interactions with the 
water molecules and other particulate matters in the water. In 
an underwater environment, chlorophyll, similar issues, and 
colored dissolved organic materials are capable of absorbing 
the blue and red lights [42]. Additionally, its increase the 
turbidity of the water and thus shrink the propagation distance 
of the light. Moreover, the concentration of colored dissolved 
organic material will also change with ocean depth variations, 
and consequently, the corresponding light attenuation 
coefficients also vary with the water depth. 

VLC communication in the marine environment is a unique 
situation. In this application, there is no already installed 
lighting infrastructure; the VLC communication link is 
established for the dedicate data transmission. So, blue or 
green LASER can be implemented instead of an LED light 
source. The LASER source has a narrow divergence feature,
which increases the safety and the power budget. However, 
LASERs with a tight divergence angle require precise pointing 
between transmitter and receiver, an exact alignment condition 
is needed. This requirement will limit the performance of the 
system in turbulent water environments and can become a 
critical problem when the transmitter and the receiver are non-
stationary nodes, such as an autonomous vehicle. Underwater 
optical links will be temporarily disconnected due to 
misalignment of optical transceivers. It can take place 
frequently, as the underwater environment is turbulent, 
especially in the vertical buoy-based surface-to-bottom 
applications. Random movements of sea surface will cause 
serious connectivity loss problem. Use of a LED light source 
with more extensive divergence may solve this problem. 
However, the wider divergence of the light ray comes from the 

LED source limits the link length.   
Implementation of the systems requires reliable underwater 

devices. In the marine environment, the flow, the pressure, the 
temperature, and the salinity of seawater strongly impact the 
performance and lifetime of the underwater devices. The 
reliability of device batteries and efficiency of device power 
consumption are critical because solar energy cannot be 
exploited in the undersea environment. 
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communications which can enable divers, underwater robots, 
and undersea sensors to communicate with each other or with 
the base station or buoy on the surface (Fig.5). 

VLC technology may achieve a data rate on the order of 
Gbps over moderate distances of tens of meters in seawater. 
The transmission speed of light in water is much higher than 
the acoustic wave; the VLC link provides low link latency. 
The high transmission data rate and the low latency guarantee 
the realization of real-time applications like underwater video 
transmission. Underwater optical-wireless also has higher 
communication security over the acoustic and RF methods. 
Eavesdropping is more difficult in LoS configuration, which is 
implemented in VLC systems, rather than the diffused 
broadcasting scenario like acoustic and RF wave 
communication. Finally, the optical-wireless link is much 
more energy efficient and cost-effective than its acoustic and 
RF competitors. Acoustic and RF transceivers are large, 
expensive, and highly energy consuming. Underwater VLC 
transceivers are relatively small and low-cost implementing 
LASER diodes or LEDs and photodiodes. [41] 

Besides the advantages of marine VLC technology, there 
are some disadvantages or at least challenges of the approach. 

The blue and green spectrum components are used for 
underwater communication, because of the minimum 
attenuation value. However, the optical signal is still degraded 
by the absorption, and the scattering caused multipath 
propagation due to the inevitable photon interactions with the 
water molecules and other particulate matters in the water. In 
an underwater environment, chlorophyll, similar issues, and 
colored dissolved organic materials are capable of absorbing 
the blue and red lights [42]. Additionally, its increase the 
turbidity of the water and thus shrink the propagation distance 
of the light. Moreover, the concentration of colored dissolved 
organic material will also change with ocean depth variations, 
and consequently, the corresponding light attenuation 
coefficients also vary with the water depth. 

VLC communication in the marine environment is a unique 
situation. In this application, there is no already installed 
lighting infrastructure; the VLC communication link is 
established for the dedicate data transmission. So, blue or 
green LASER can be implemented instead of an LED light 
source. The LASER source has a narrow divergence feature,
which increases the safety and the power budget. However, 
LASERs with a tight divergence angle require precise pointing 
between transmitter and receiver, an exact alignment condition 
is needed. This requirement will limit the performance of the 
system in turbulent water environments and can become a 
critical problem when the transmitter and the receiver are non-
stationary nodes, such as an autonomous vehicle. Underwater 
optical links will be temporarily disconnected due to 
misalignment of optical transceivers. It can take place 
frequently, as the underwater environment is turbulent, 
especially in the vertical buoy-based surface-to-bottom 
applications. Random movements of sea surface will cause 
serious connectivity loss problem. Use of a LED light source 
with more extensive divergence may solve this problem. 
However, the wider divergence of the light ray comes from the 

LED source limits the link length.   
Implementation of the systems requires reliable underwater 

devices. In the marine environment, the flow, the pressure, the 
temperature, and the salinity of seawater strongly impact the 
performance and lifetime of the underwater devices. The 
reliability of device batteries and efficiency of device power 
consumption are critical because solar energy cannot be 
exploited in the undersea environment. 

Fig.5. Underwater VLC transmission 

V. CONCLUSION

Visible light communication has the potential to provide 
high-speed data communication with good security and 
improved energy efficiency. VLC development is motivated 
by the increasing demand for wireless communication 
technologies. The LEDs performances sustained the rapid 
evolution of VLC. VLC can be successfully commercialized 
in coming years because the interest increases from the 
research community, industries, and standardization. 

This paper is an overview of literature covering features and
applications of visible light communication. It first introduces 
the motivation for VLC technology development. The main 
advantages and disadvantages of this technology are 
overviewed; the challenges are presented. The main 
applications of VLC technology were identified. 

The different modulation techniques are discussed, the 
optimal modulation scheme should be able to provide 
dimming support and minimize flickering effect while 
maintaining higher spectral efficiency. This part of the paper 
includes a review of major modulation techniques (OOK, 
PPM, OFDM, and CSK). 

The last sections provide an overview of communication 
applications. High data rate indoor communication is one of 
the main application domains for VLC technology. It can be 
used for fast internet connection or a fast data broadcast over a 
short communication range. The scientific community has 
made significant efforts in this research area, which allowed 
VLC to obtain impressive results. 

On the other hand, several outdoor applications serving 
more extended range are also developed by the research 
community. Both underwater communication and automotive 
area require special requirements. The main challenges in 
these applications are the achievement of tens of meters 
communication and increasing the robustness to noise. The 
third main area is the low bitrate approaches, mainly sensor 
and identification applications.   

sensor sensor
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Abstract—5G networks provide technology enablers targeting
industrial applications. One key enabler is the Ultra Reliable
Low Latency Communication (URLLC). This paper studies the
performance impact of network delay on closed-loop control for
industrial applications. We investigate the performance of the
closed-loop control of an UR5 industrial robot arm assuming fix
delay. The goal is to stress the system at the upper limit of the
possible network delay. We prove that to achieve the maximum
accuracy of the robot at maximum speed, URLLC is a must have.

Index Terms—Industrial Application, Robot Arm, URLLC,
Network Delay, Trajectory Accuracy, Measurements, Perfor-
mance Evaluation

I. INTRODUCTION

Wireless networks are continuously replacing wired net-

works in several areas. Mobile Broadband is one of the most

successful areas. As a next step, 5G networks also provide

technology enablers targeting industrial automation and con-

trol applications. One key enabler is the Ultra Reliable Low

Latency Communication (URLLC). URLLC should be capable

of successfully transmitting messages over radio interface

within 1 ms with a 99.999% success probability and should be

capable to achieve a latency of 0.5 ms on average for multiple

transmissions [1].

Industrial automation and control applications require sig-

nificantly different latency and reliability [2]. Least demand-

ing applications like diagnostics and maintenance do not

require latency lower than 15 ms and reliability around

99.99%. Closed-loop applications require latency between

1 ms and 15 ms and ultra high reliability. Special applications,

e.g., printing machine, typically require even lower latency (<1
ms).

A well-designed Industrial-Ethernet based solution provides

reliable and low latency connection [6]. A potential problem

is the cable cut like events. To overcome this, aliveness of the

connection is continuously monitored. In case of a connection

problem, the application executes emergency action, typically,

the robotic cell is stopped. For example, in ProfiNet RT [16],

data frames are sent periodically (update time specifies the

period) and when a predefined number of consecutive frames

are not arrived in time (retry parameter specifies the threshold,

typical value is 3) then the application is notified.

From controller point of view, industrial applications over

wired links are designed based on the assumption of perfect

communication environment, e.g., non-delayed sensing and

actuation. In contrast to wired networks, providing high quality

services over wireless networks is resource demanding. Wire-

less networks have to deal with non-negligible transmission

disturbances due to e.g. interference, fading and shadowing

over the radio link. Several radio mechanisms, e.g., retrans-

mission mechanisms, active queue managements, multicon-

nectivity, power control, link adaptation, try to compensate

disturbances, and finally the network provides high quality

services.

Wired link can be replaced by wireless link without touching

the control algorithm of the application when

• wireless link can guarantee the same transmission re-

quirements as the wired link provides, or

• characteristics of wireless link fulfill the design require-

ments of the control algorithm.

The first case is more conservative and much more chal-

lenging to realize by a wireless network, because in several

applications the underlying industrial protocol provides strict

guarantees that are much higher than the application requires.

In the second case, the characteristics of connection provided

by wireless link are adapted to the application requirements.

The joint optimization of application control loop and

wireless network can improve efficiency. If the network is

informed about the current latency requirement of the control

loop, then the network can more efficiently assign resources.

In this way, the wireless network can serve more applications

simultaneously. We address the case when neither the link

nor the application are optimized jointly. This paper evaluates

the performance of a robot arm control application. The

application includes closed-loop control of an UR5 industrial

robot arm [10] and it is connected to the robot arm through a

fixed delay connection. The main focus is on the effect of the

link delay on the performance of robot arm movement quality

measured by specific key performance indicators (KPIs).

Our target system on which the evaluation is done is a UR5

robot arm. The UR5 is an industrial grade robot arm and has an

externally accessible velocity control interface. The robot arm

accepts velocity commands for each joint (servo) and publishes

joint state information with 8 ms update time. Investigated

KPIs are response time and precision of trajectory execution,

i.e., spatial and temporal deviations from the planed trajectory.

The paper is organized as follows. Section II discusses

the state-of-the-art. Section III describes the measurement

setup and provides measurement results. Section IV describes
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capable to achieve a latency of 0.5 ms on average for multiple

transmissions [1].

Industrial automation and control applications require sig-

nificantly different latency and reliability [2]. Least demand-

ing applications like diagnostics and maintenance do not

require latency lower than 15 ms and reliability around

99.99%. Closed-loop applications require latency between

1 ms and 15 ms and ultra high reliability. Special applications,

e.g., printing machine, typically require even lower latency (<1
ms).

A well-designed Industrial-Ethernet based solution provides

reliable and low latency connection [6]. A potential problem

is the cable cut like events. To overcome this, aliveness of the

connection is continuously monitored. In case of a connection

problem, the application executes emergency action, typically,

the robotic cell is stopped. For example, in ProfiNet RT [16],

data frames are sent periodically (update time specifies the

period) and when a predefined number of consecutive frames

are not arrived in time (retry parameter specifies the threshold,

typical value is 3) then the application is notified.

From controller point of view, industrial applications over

wired links are designed based on the assumption of perfect

communication environment, e.g., non-delayed sensing and

actuation. In contrast to wired networks, providing high quality

services over wireless networks is resource demanding. Wire-

less networks have to deal with non-negligible transmission

disturbances due to e.g. interference, fading and shadowing

over the radio link. Several radio mechanisms, e.g., retrans-

mission mechanisms, active queue managements, multicon-

nectivity, power control, link adaptation, try to compensate

disturbances, and finally the network provides high quality

services.

Wired link can be replaced by wireless link without touching

the control algorithm of the application when

• wireless link can guarantee the same transmission re-

quirements as the wired link provides, or

• characteristics of wireless link fulfill the design require-

ments of the control algorithm.

The first case is more conservative and much more chal-

lenging to realize by a wireless network, because in several

applications the underlying industrial protocol provides strict

guarantees that are much higher than the application requires.

In the second case, the characteristics of connection provided

by wireless link are adapted to the application requirements.

The joint optimization of application control loop and

wireless network can improve efficiency. If the network is

informed about the current latency requirement of the control

loop, then the network can more efficiently assign resources.

In this way, the wireless network can serve more applications

simultaneously. We address the case when neither the link

nor the application are optimized jointly. This paper evaluates

the performance of a robot arm control application. The

application includes closed-loop control of an UR5 industrial

robot arm [10] and it is connected to the robot arm through a

fixed delay connection. The main focus is on the effect of the

link delay on the performance of robot arm movement quality

measured by specific key performance indicators (KPIs).

Our target system on which the evaluation is done is a UR5

robot arm. The UR5 is an industrial grade robot arm and has an

externally accessible velocity control interface. The robot arm

accepts velocity commands for each joint (servo) and publishes

joint state information with 8 ms update time. Investigated

KPIs are response time and precision of trajectory execution,

i.e., spatial and temporal deviations from the planed trajectory.

The paper is organized as follows. Section II discusses

the state-of-the-art. Section III describes the measurement

setup and provides measurement results. Section IV describes

the measurement scenarios. Section V shows the performed

evaluations. Section VI discusses the observations. Section VII

concludes the paper.

II. RELATED WORK

The rest of the section gives an overview of Networked

Control Systems (NCSs) focusing on the introduction of

wireless link.

A. Networked control systems

In networked control systems, feedback control loops are

closed via communication networks [11], [12]. A NCS consists

of numerous coupled subsystems, which are geographically

distributed, and individual subsystems exchange information

over wired or wireless networks. In [11], an overview of recent

developments on NCSs is presented. Three general config-

urations of networked control systems, i.e., centralized, de-

centralized and distributed configurations are discussed. Then,

challenging issues from the study and application of NCSs

are outlined from three aspects: communication, computation

and control. In [12], several aspects of NCS was discussed,

including sampling, network-induced delays, packets dropouts,

quantization errors, sampled-data control, networked control,

event-triggered control, network-based filtering in continuous

or discrete-time domain.

The introduction of wireless links in a NCS requires us to

revisit the design aspect of the system. There are two main

means to integrate a wireless link into a NCS:

• adapting the control algorithms to the properties offered

by wireless link [11], [13] and

• improving the wireless network to meet the current design

assumptions [9], [14] .

In [11], authors proposed a fuzzy predictive control

method to mitigate the network-induced delays from sensor-

to-controller and controller-to-actuator links. At each time

instance, the method evaluates the network delays and the

proper control law is designed based on a predictive scheme. In

[13], delay compensation scheme using classical and adaptive

Smith predictor was applied to wireless NCS. The Markov

model was proposed to compute the estimated network delay

used in the classical predictor. In the adaptive predictor, the

channel delay statistics using shift registers was proposed to

update the estimated delay.

In [9], they provided a low complexity RTT skew MIMO

control algorithm for 5G using multiconnectivity. In [14],

authors considered all control loops as network applications

(i.e. keeping controllers and devices unchanged) and developed

a control-aware network uplink scheduler to handle the control

performance degradation caused by communication delays.

B. Wired communication

Industrial automation and control applications use diverse

technology to interconnect controller and devices. Industrial-

Ethernet based protocols (e.g. ProfiNet, EtherCAT) and Field-

Buses (e.g. ProfiBus) are the most widespread solutions with

estimated market shares of about 46% and 48%, respectively

[3]. In [4], authors compare the network protocols used

nowadays in industrial applications. All investigated systems

show similar basic principles, which are solely implemented

in different ways. Shared memory is applied and most systems

require a master or a comparable management system which

controls the communication. Shared memory is implemented

via data distribution mechanisms that are based on a high

frequency packet sending pattern. These packets have to be

transmitted with strict delivery time with minimum jitter.

ProfiNet [5] distinguishes between two real-time classes

with different services and target applications.

• Real-Time (RT) class: This class is suitable for appli-

cations with cycle times of 1-10 ms. Standard Ethernet

components can be used to connect devices. Application,

transmission and devices have their own not synchronous

cycles, in this way jitter is not optimized.

• Isochronous Real-Time (IRT) class: This class is suitable

for applications with cycle times of less than 1 ms. This

class provides clock synchronized communication and

provides jitter less than 1 µs, but needs hardware support

via switch-ASIC.

C. Wireless communication

A lot of effort is put into improving radio algorithms of

URLLC. In [7], authors reviewed recent advances in URLLC.

In [8], authors discussed wireless channel models that are rele-

vant for URLLC. For challenging services like URLLC, tailor-

made methods are developed to achieve the strict performance

requirements, e.g. [9]. The support of URLLC services comes

at the cost of reduced spectral efficiency compared to mobile

broadband services without latency and reliability constraints

[1]. The spectral efficiency significantly depends on the pro-

vided quality, for example, URLLC providing 1 ms latency

can have about 3 times lower spectral efficiency compared

to URLLC providing only 10 ms latency. In networks, where

the share of the URLLC traffic can be significant in the load,

optimized use of URLLC can improve the network capacity.

III. EXPERIMENTAL ENVIRONMENT

In this section, we investigate the response time and the

trajectory execution performance of an UR5 industrial robot

arm in networked control scenarios. During measurements we

used a real UR5 robot arm.

A. Hardware components

UR5 industrial robot arm is a 6-DOF, lightweight, flexible,

and collaborative robot that allows to automate repetitive and

dangerous tasks with payloads of up to 5 kg. The robot arm is

ideal for optimizing low-weight collaborative processes, such

as picking, placing and testing.

The controller of UR5 provides access to a wide range

of low level functionalities. This makes the robot suitable to

be included in custom networked control system. At lowest

level, individual joints with brushless servo motors and har-

monic drive reducers are controlled with 2.4 KHz frequency.

Unfortunately, this interface is not accessible externally. The

the measurement scenarios. Section V shows the performed

evaluations. Section VI discusses the observations. Section VII

concludes the paper.
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developments on NCSs is presented. Three general config-

urations of networked control systems, i.e., centralized, de-

centralized and distributed configurations are discussed. Then,

challenging issues from the study and application of NCSs

are outlined from three aspects: communication, computation

and control. In [12], several aspects of NCS was discussed,

including sampling, network-induced delays, packets dropouts,

quantization errors, sampled-data control, networked control,

event-triggered control, network-based filtering in continuous

or discrete-time domain.

The introduction of wireless links in a NCS requires us to

revisit the design aspect of the system. There are two main

means to integrate a wireless link into a NCS:

• adapting the control algorithms to the properties offered

by wireless link [11], [13] and

• improving the wireless network to meet the current design

assumptions [9], [14] .

In [11], authors proposed a fuzzy predictive control

method to mitigate the network-induced delays from sensor-

to-controller and controller-to-actuator links. At each time

instance, the method evaluates the network delays and the

proper control law is designed based on a predictive scheme. In

[13], delay compensation scheme using classical and adaptive

Smith predictor was applied to wireless NCS. The Markov

model was proposed to compute the estimated network delay

used in the classical predictor. In the adaptive predictor, the

channel delay statistics using shift registers was proposed to

update the estimated delay.

In [9], they provided a low complexity RTT skew MIMO

control algorithm for 5G using multiconnectivity. In [14],

authors considered all control loops as network applications

(i.e. keeping controllers and devices unchanged) and developed

a control-aware network uplink scheduler to handle the control

performance degradation caused by communication delays.

B. Wired communication

Industrial automation and control applications use diverse

technology to interconnect controller and devices. Industrial-

Ethernet based protocols (e.g. ProfiNet, EtherCAT) and Field-

Buses (e.g. ProfiBus) are the most widespread solutions with

estimated market shares of about 46% and 48%, respectively

[3]. In [4], authors compare the network protocols used

nowadays in industrial applications. All investigated systems

show similar basic principles, which are solely implemented

in different ways. Shared memory is applied and most systems

require a master or a comparable management system which

controls the communication. Shared memory is implemented

via data distribution mechanisms that are based on a high

frequency packet sending pattern. These packets have to be

transmitted with strict delivery time with minimum jitter.

ProfiNet [5] distinguishes between two real-time classes

with different services and target applications.

• Real-Time (RT) class: This class is suitable for appli-

cations with cycle times of 1-10 ms. Standard Ethernet

components can be used to connect devices. Application,

transmission and devices have their own not synchronous

cycles, in this way jitter is not optimized.

• Isochronous Real-Time (IRT) class: This class is suitable

for applications with cycle times of less than 1 ms. This

class provides clock synchronized communication and

provides jitter less than 1 µs, but needs hardware support

via switch-ASIC.

C. Wireless communication

A lot of effort is put into improving radio algorithms of

URLLC. In [7], authors reviewed recent advances in URLLC.

In [8], authors discussed wireless channel models that are rele-

vant for URLLC. For challenging services like URLLC, tailor-

made methods are developed to achieve the strict performance

requirements, e.g. [9]. The support of URLLC services comes

at the cost of reduced spectral efficiency compared to mobile

broadband services without latency and reliability constraints

[1]. The spectral efficiency significantly depends on the pro-

vided quality, for example, URLLC providing 1 ms latency

can have about 3 times lower spectral efficiency compared

to URLLC providing only 10 ms latency. In networks, where

the share of the URLLC traffic can be significant in the load,

optimized use of URLLC can improve the network capacity.

III. EXPERIMENTAL ENVIRONMENT

In this section, we investigate the response time and the

trajectory execution performance of an UR5 industrial robot

arm in networked control scenarios. During measurements we

used a real UR5 robot arm.

A. Hardware components

UR5 industrial robot arm is a 6-DOF, lightweight, flexible,

and collaborative robot that allows to automate repetitive and

dangerous tasks with payloads of up to 5 kg. The robot arm is

ideal for optimizing low-weight collaborative processes, such

as picking, placing and testing.

The controller of UR5 provides access to a wide range

of low level functionalities. This makes the robot suitable to

be included in custom networked control system. At lowest

level, individual joints with brushless servo motors and har-

monic drive reducers are controlled with 2.4 KHz frequency.

Unfortunately, this interface is not accessible externally. The
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms

TABLE I
AVERAGE AND STANDARD DEVIATION OF RESPONSE TIME FOR DIFFERENT

NETWORK DELAYS

joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a

the measurement scenarios. Section V shows the performed

evaluations. Section VI discusses the observations. Section VII

concludes the paper.
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The rest of the section gives an overview of Networked

Control Systems (NCSs) focusing on the introduction of

wireless link.

A. Networked control systems

In networked control systems, feedback control loops are

closed via communication networks [11], [12]. A NCS consists

of numerous coupled subsystems, which are geographically

distributed, and individual subsystems exchange information

over wired or wireless networks. In [11], an overview of recent

developments on NCSs is presented. Three general config-

urations of networked control systems, i.e., centralized, de-

centralized and distributed configurations are discussed. Then,

challenging issues from the study and application of NCSs

are outlined from three aspects: communication, computation

and control. In [12], several aspects of NCS was discussed,

including sampling, network-induced delays, packets dropouts,

quantization errors, sampled-data control, networked control,

event-triggered control, network-based filtering in continuous

or discrete-time domain.

The introduction of wireless links in a NCS requires us to

revisit the design aspect of the system. There are two main

means to integrate a wireless link into a NCS:

• adapting the control algorithms to the properties offered

by wireless link [11], [13] and

• improving the wireless network to meet the current design

assumptions [9], [14] .

In [11], authors proposed a fuzzy predictive control

method to mitigate the network-induced delays from sensor-

to-controller and controller-to-actuator links. At each time

instance, the method evaluates the network delays and the

proper control law is designed based on a predictive scheme. In

[13], delay compensation scheme using classical and adaptive

Smith predictor was applied to wireless NCS. The Markov

model was proposed to compute the estimated network delay

used in the classical predictor. In the adaptive predictor, the

channel delay statistics using shift registers was proposed to

update the estimated delay.

In [9], they provided a low complexity RTT skew MIMO

control algorithm for 5G using multiconnectivity. In [14],

authors considered all control loops as network applications

(i.e. keeping controllers and devices unchanged) and developed

a control-aware network uplink scheduler to handle the control

performance degradation caused by communication delays.

B. Wired communication

Industrial automation and control applications use diverse

technology to interconnect controller and devices. Industrial-

Ethernet based protocols (e.g. ProfiNet, EtherCAT) and Field-

Buses (e.g. ProfiBus) are the most widespread solutions with

estimated market shares of about 46% and 48%, respectively

[3]. In [4], authors compare the network protocols used

nowadays in industrial applications. All investigated systems

show similar basic principles, which are solely implemented

in different ways. Shared memory is applied and most systems

require a master or a comparable management system which

controls the communication. Shared memory is implemented

via data distribution mechanisms that are based on a high

frequency packet sending pattern. These packets have to be

transmitted with strict delivery time with minimum jitter.

ProfiNet [5] distinguishes between two real-time classes

with different services and target applications.

• Real-Time (RT) class: This class is suitable for appli-

cations with cycle times of 1-10 ms. Standard Ethernet

components can be used to connect devices. Application,

transmission and devices have their own not synchronous

cycles, in this way jitter is not optimized.

• Isochronous Real-Time (IRT) class: This class is suitable

for applications with cycle times of less than 1 ms. This

class provides clock synchronized communication and

provides jitter less than 1 µs, but needs hardware support

via switch-ASIC.

C. Wireless communication

A lot of effort is put into improving radio algorithms of

URLLC. In [7], authors reviewed recent advances in URLLC.

In [8], authors discussed wireless channel models that are rele-

vant for URLLC. For challenging services like URLLC, tailor-

made methods are developed to achieve the strict performance

requirements, e.g. [9]. The support of URLLC services comes

at the cost of reduced spectral efficiency compared to mobile

broadband services without latency and reliability constraints

[1]. The spectral efficiency significantly depends on the pro-

vided quality, for example, URLLC providing 1 ms latency

can have about 3 times lower spectral efficiency compared

to URLLC providing only 10 ms latency. In networks, where

the share of the URLLC traffic can be significant in the load,

optimized use of URLLC can improve the network capacity.

III. EXPERIMENTAL ENVIRONMENT

In this section, we investigate the response time and the

trajectory execution performance of an UR5 industrial robot

arm in networked control scenarios. During measurements we

used a real UR5 robot arm.

A. Hardware components

UR5 industrial robot arm is a 6-DOF, lightweight, flexible,

and collaborative robot that allows to automate repetitive and

dangerous tasks with payloads of up to 5 kg. The robot arm is

ideal for optimizing low-weight collaborative processes, such

as picking, placing and testing.

The controller of UR5 provides access to a wide range

of low level functionalities. This makes the robot suitable to

be included in custom networked control system. At lowest

level, individual joints with brushless servo motors and har-

monic drive reducers are controlled with 2.4 KHz frequency.

Unfortunately, this interface is not accessible externally. The
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms

TABLE I
AVERAGE AND STANDARD DEVIATION OF RESPONSE TIME FOR DIFFERENT

NETWORK DELAYS

joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms

TABLE I
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NETWORK DELAYS

joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms
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16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms
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joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a

UR5 
controller

UR5 robot arm

TrajectoryGenerator

TrajectoryExecutor

Communication modulD

Random goal pos. generator
Local cloud

Ethernet 
& TCP/IP

Traffic Control tool 
adds fixed delay to IP 

packets

moveTo commands

 speedj commands (125 Hz)

 position of joints (125 Hz) 

In-house developed 
controller

Fig. 1. Measurement setup

next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms

TABLE I
AVERAGE AND STANDARD DEVIATION OF RESPONSE TIME FOR DIFFERENT

NETWORK DELAYS

joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum
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joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum
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4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms
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joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a

continuous random variable uniformly distributed over [0, 8) is

2.3. The measurements show that the internal robot operation

contributes to the jitter of control-loop about 2 ms. Table

also shows that the network delay additionally increases the

average response time and does not significantly modify the

standard deviation. This means that the quick reaction on

external events needs low network delay. For example, assume

that the robot moves with 1 m/sec, then e.g., 10 ms additional

network delay can end in up to 1 cm additional difference.

B. Precision of trajectory execution

We evaluated three main KPIs for each trajectory to measure

execution quality. Two of them measure execution precision

and the third one measures the execution time. Let p(t) and

r(t) denote the position functions of the planned and the

realized trajectories, respectively. Positions can be defined in

Cartesian space or in joint space. In Cartesian space, the

3D coordinates (i.e. x, y and z) and the orientation of the

tool center point are considered. In joint space, for example,

r(0) = {r1(0), r2(0), . . . , r6(0)} denotes the start position,

where ri(t) denotes the position of i-th joint at t. Denote

Tp and Tr the durations of the planned and the realized

trajectories, respectively. During Tp < t ≤ Tr, the goal

position refinement is being executed by the controller. The

execution is finished when the predefined goal position ac-

curacy has been achieved or predefined refinement time limit

reached. In measurements, 10 sec maximum refinement time

was configured. We introduce the following KPIs:

• Spatial deviation from the planned trajectory.

Γ(t) = min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tr].

The Γ(t) is the minimal distance between the robot

position at time t and the corresponding segment of the

planned trajectory around t. For orientation,

ΓO(t) = min
τ∈[−1,1]

arccos
[

O−1
r (t) ·Op(t+ τ)

]

, t ∈ [0, Tr],

where Or(t) and Op(t) are unit quaternions [15] repre-

senting the realized and the planed orientations of the tool

center point, respectively.

• Temporal deviation from the planned trajectory.

∆(t) = arg min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tp].

The ∆(t) is the time difference between minimal distance

point pair at time t.

• Refinement time. Υ = Tr − Tp is the extra time needed

to approach the goal position in the predefined spatial

accuracy.

The spatial and temporal deviations describe the distance

between the realized and the planed trajectory. The spatial

deviation measures the distance in Cartesian space or in joint

space. By temporal accuracy, we refer to the timing accuracy

of trajectory execution. The temporal deviation measures how

accurately the planed trajectory is followed in time. For

example, assume that the robot arm exactly moves along the

planned path. In this case the spatial deviation is zero. Now

assume that the robot arm moves on this path with 100 ms

delay, i.e. r(t) = p(t−0.1). In this case the temporal deviation

is −100 ms.

V. EVALUATION OF THE MEASUREMENTS

During the measurements we have executed trajectories to

randomly generated goal positions and orientations. The same

trajectories were executed with varying parameter settings.

We used different maximum allowed join speeds (from 22.5
to 112.5 deg/sec), goal accuracy in joint space (from 0.1 to

0.001 deg), controller update times (8, 16 and 24 ms) and a

wide range of network delays (RTT: 0, 1, 2, 4, 8, 16, 32
and 64 ms). The high delay values, i.e. 32 and 64 ms, are

included to see extreme cases as well. Figure 2 and Figure 3

highlight measurement results.

A. Affecting the temporal deviation

Figure 2(a) and Figure 2(b) show the average and the range

of temporal deviation from planned trajectories for different

network delays as a function of maximum allowed joint speed

and using 8 ms update time and 0.1 deg accuracy. The average

of temporal deviation hardly depends on the network delay, its

absolute value is about 12-18 ms and the negative sign means

that the robot is a little behind time in average. Note that this

is approximately the dead delay of the control loop for non-

delayed (i.e. RTT: 0 ms) case.

The range of temporal deviation is more sensitive to network

delay. For each network delay we can observe a speed limit,

e.g. for 16 ms delay it is about 45 deg/sec. If the speed is

below this limit, the curve is close to the non-delayed curve.

However above the limit, the range of temporal deviation

curve goes above the non-delayed curve. Increased range value

means that the robot is sometimes ahead of time and sometime

behind time to the planed trajectory. It is also interesting that

in low speed cases (e.g. 22.5 deg/sec) the range of temporal

deviation is high (∼ 150 ms) and hardly depends on the

network delay. This can mean that in case of slow motion

the high temporal deviation is probably caused by internal

operation of the robot and the controller and not by the

network delay. Summarizing, low network delay is required

for use-cases where high temporal accuracy is crucial at high

robot movement speed. For example, to avoid collision of more

robot arms working close to each other.

B. Affecting the spatial deviation

Figure 2(c) and Figure 2(d) show the average of spatial

deviation from planned trajectory for different network delays

as a function of maximum allowed joint speed and using

8 ms update time and 0.1 deg accuracy. In Figure 2(c), the

measures are evaluated in joint space, in Figure 2(d) the

measures are evaluated in Cartesian space. For higher speed,

the same network delay causes higher degradation, as we

expected. For network delays of 32 and 64 ms, the difference

is significant. For lower network delays, the difference is

relatively small. This can mean that from a certain network

continuous random variable uniformly distributed over [0, 8) is

2.3. The measurements show that the internal robot operation

contributes to the jitter of control-loop about 2 ms. Table

also shows that the network delay additionally increases the

average response time and does not significantly modify the

standard deviation. This means that the quick reaction on

external events needs low network delay. For example, assume

that the robot moves with 1 m/sec, then e.g., 10 ms additional

network delay can end in up to 1 cm additional difference.

B. Precision of trajectory execution

We evaluated three main KPIs for each trajectory to measure

execution quality. Two of them measure execution precision

and the third one measures the execution time. Let p(t) and

r(t) denote the position functions of the planned and the

realized trajectories, respectively. Positions can be defined in

Cartesian space or in joint space. In Cartesian space, the

3D coordinates (i.e. x, y and z) and the orientation of the

tool center point are considered. In joint space, for example,

r(0) = {r1(0), r2(0), . . . , r6(0)} denotes the start position,

where ri(t) denotes the position of i-th joint at t. Denote

Tp and Tr the durations of the planned and the realized

trajectories, respectively. During Tp < t ≤ Tr, the goal

position refinement is being executed by the controller. The

execution is finished when the predefined goal position ac-

curacy has been achieved or predefined refinement time limit

reached. In measurements, 10 sec maximum refinement time

was configured. We introduce the following KPIs:

• Spatial deviation from the planned trajectory.

Γ(t) = min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tr].

The Γ(t) is the minimal distance between the robot

position at time t and the corresponding segment of the

planned trajectory around t. For orientation,

ΓO(t) = min
τ∈[−1,1]

arccos
[

O−1
r (t) ·Op(t+ τ)

]

, t ∈ [0, Tr],

where Or(t) and Op(t) are unit quaternions [15] repre-

senting the realized and the planed orientations of the tool

center point, respectively.

• Temporal deviation from the planned trajectory.
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∥ r(t)− p(t+ τ)
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∥
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, t ∈ [0, Tp].

The ∆(t) is the time difference between minimal distance

point pair at time t.

• Refinement time. Υ = Tr − Tp is the extra time needed

to approach the goal position in the predefined spatial

accuracy.

The spatial and temporal deviations describe the distance

between the realized and the planed trajectory. The spatial

deviation measures the distance in Cartesian space or in joint

space. By temporal accuracy, we refer to the timing accuracy

of trajectory execution. The temporal deviation measures how

accurately the planed trajectory is followed in time. For

example, assume that the robot arm exactly moves along the

planned path. In this case the spatial deviation is zero. Now

assume that the robot arm moves on this path with 100 ms

delay, i.e. r(t) = p(t−0.1). In this case the temporal deviation

is −100 ms.

V. EVALUATION OF THE MEASUREMENTS

During the measurements we have executed trajectories to

randomly generated goal positions and orientations. The same

trajectories were executed with varying parameter settings.

We used different maximum allowed join speeds (from 22.5
to 112.5 deg/sec), goal accuracy in joint space (from 0.1 to

0.001 deg), controller update times (8, 16 and 24 ms) and a

wide range of network delays (RTT: 0, 1, 2, 4, 8, 16, 32
and 64 ms). The high delay values, i.e. 32 and 64 ms, are

included to see extreme cases as well. Figure 2 and Figure 3

highlight measurement results.

A. Affecting the temporal deviation

Figure 2(a) and Figure 2(b) show the average and the range

of temporal deviation from planned trajectories for different

network delays as a function of maximum allowed joint speed

and using 8 ms update time and 0.1 deg accuracy. The average

of temporal deviation hardly depends on the network delay, its

absolute value is about 12-18 ms and the negative sign means

that the robot is a little behind time in average. Note that this

is approximately the dead delay of the control loop for non-

delayed (i.e. RTT: 0 ms) case.

The range of temporal deviation is more sensitive to network

delay. For each network delay we can observe a speed limit,

e.g. for 16 ms delay it is about 45 deg/sec. If the speed is

below this limit, the curve is close to the non-delayed curve.

However above the limit, the range of temporal deviation

curve goes above the non-delayed curve. Increased range value

means that the robot is sometimes ahead of time and sometime

behind time to the planed trajectory. It is also interesting that

in low speed cases (e.g. 22.5 deg/sec) the range of temporal

deviation is high (∼ 150 ms) and hardly depends on the

network delay. This can mean that in case of slow motion

the high temporal deviation is probably caused by internal

operation of the robot and the controller and not by the

network delay. Summarizing, low network delay is required

for use-cases where high temporal accuracy is crucial at high

robot movement speed. For example, to avoid collision of more

robot arms working close to each other.

B. Affecting the spatial deviation

Figure 2(c) and Figure 2(d) show the average of spatial

deviation from planned trajectory for different network delays

as a function of maximum allowed joint speed and using

8 ms update time and 0.1 deg accuracy. In Figure 2(c), the

measures are evaluated in joint space, in Figure 2(d) the

measures are evaluated in Cartesian space. For higher speed,

the same network delay causes higher degradation, as we

expected. For network delays of 32 and 64 ms, the difference

is significant. For lower network delays, the difference is

relatively small. This can mean that from a certain network
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continuous random variable uniformly distributed over [0, 8) is

2.3. The measurements show that the internal robot operation

contributes to the jitter of control-loop about 2 ms. Table

also shows that the network delay additionally increases the

average response time and does not significantly modify the

standard deviation. This means that the quick reaction on

external events needs low network delay. For example, assume

that the robot moves with 1 m/sec, then e.g., 10 ms additional

network delay can end in up to 1 cm additional difference.

B. Precision of trajectory execution

We evaluated three main KPIs for each trajectory to measure

execution quality. Two of them measure execution precision

and the third one measures the execution time. Let p(t) and

r(t) denote the position functions of the planned and the

realized trajectories, respectively. Positions can be defined in

Cartesian space or in joint space. In Cartesian space, the

3D coordinates (i.e. x, y and z) and the orientation of the

tool center point are considered. In joint space, for example,

r(0) = {r1(0), r2(0), . . . , r6(0)} denotes the start position,

where ri(t) denotes the position of i-th joint at t. Denote

Tp and Tr the durations of the planned and the realized

trajectories, respectively. During Tp < t ≤ Tr, the goal

position refinement is being executed by the controller. The

execution is finished when the predefined goal position ac-

curacy has been achieved or predefined refinement time limit

reached. In measurements, 10 sec maximum refinement time

was configured. We introduce the following KPIs:

• Spatial deviation from the planned trajectory.

Γ(t) = min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tr].

The Γ(t) is the minimal distance between the robot

position at time t and the corresponding segment of the

planned trajectory around t. For orientation,

ΓO(t) = min
τ∈[−1,1]

arccos
[

O−1
r (t) ·Op(t+ τ)

]

, t ∈ [0, Tr],

where Or(t) and Op(t) are unit quaternions [15] repre-

senting the realized and the planed orientations of the tool

center point, respectively.

• Temporal deviation from the planned trajectory.

∆(t) = arg min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tp].

The ∆(t) is the time difference between minimal distance

point pair at time t.

• Refinement time. Υ = Tr − Tp is the extra time needed

to approach the goal position in the predefined spatial

accuracy.

The spatial and temporal deviations describe the distance

between the realized and the planed trajectory. The spatial

deviation measures the distance in Cartesian space or in joint

space. By temporal accuracy, we refer to the timing accuracy

of trajectory execution. The temporal deviation measures how

accurately the planed trajectory is followed in time. For

example, assume that the robot arm exactly moves along the

planned path. In this case the spatial deviation is zero. Now

assume that the robot arm moves on this path with 100 ms

delay, i.e. r(t) = p(t−0.1). In this case the temporal deviation

is −100 ms.

V. EVALUATION OF THE MEASUREMENTS

During the measurements we have executed trajectories to

randomly generated goal positions and orientations. The same

trajectories were executed with varying parameter settings.

We used different maximum allowed join speeds (from 22.5
to 112.5 deg/sec), goal accuracy in joint space (from 0.1 to

0.001 deg), controller update times (8, 16 and 24 ms) and a

wide range of network delays (RTT: 0, 1, 2, 4, 8, 16, 32
and 64 ms). The high delay values, i.e. 32 and 64 ms, are

included to see extreme cases as well. Figure 2 and Figure 3

highlight measurement results.

A. Affecting the temporal deviation

Figure 2(a) and Figure 2(b) show the average and the range

of temporal deviation from planned trajectories for different

network delays as a function of maximum allowed joint speed

and using 8 ms update time and 0.1 deg accuracy. The average

of temporal deviation hardly depends on the network delay, its

absolute value is about 12-18 ms and the negative sign means

that the robot is a little behind time in average. Note that this

is approximately the dead delay of the control loop for non-

delayed (i.e. RTT: 0 ms) case.

The range of temporal deviation is more sensitive to network

delay. For each network delay we can observe a speed limit,

e.g. for 16 ms delay it is about 45 deg/sec. If the speed is

below this limit, the curve is close to the non-delayed curve.

However above the limit, the range of temporal deviation

curve goes above the non-delayed curve. Increased range value

means that the robot is sometimes ahead of time and sometime

behind time to the planed trajectory. It is also interesting that

in low speed cases (e.g. 22.5 deg/sec) the range of temporal

deviation is high (∼ 150 ms) and hardly depends on the

network delay. This can mean that in case of slow motion

the high temporal deviation is probably caused by internal

operation of the robot and the controller and not by the

network delay. Summarizing, low network delay is required

for use-cases where high temporal accuracy is crucial at high

robot movement speed. For example, to avoid collision of more

robot arms working close to each other.

B. Affecting the spatial deviation

Figure 2(c) and Figure 2(d) show the average of spatial

deviation from planned trajectory for different network delays

as a function of maximum allowed joint speed and using

8 ms update time and 0.1 deg accuracy. In Figure 2(c), the

measures are evaluated in joint space, in Figure 2(d) the

measures are evaluated in Cartesian space. For higher speed,

the same network delay causes higher degradation, as we

expected. For network delays of 32 and 64 ms, the difference

is significant. For lower network delays, the difference is

relatively small. This can mean that from a certain network

continuous random variable uniformly distributed over [0, 8) is

2.3. The measurements show that the internal robot operation

contributes to the jitter of control-loop about 2 ms. Table

also shows that the network delay additionally increases the

average response time and does not significantly modify the

standard deviation. This means that the quick reaction on

external events needs low network delay. For example, assume

that the robot moves with 1 m/sec, then e.g., 10 ms additional

network delay can end in up to 1 cm additional difference.

B. Precision of trajectory execution

We evaluated three main KPIs for each trajectory to measure

execution quality. Two of them measure execution precision

and the third one measures the execution time. Let p(t) and

r(t) denote the position functions of the planned and the

realized trajectories, respectively. Positions can be defined in

Cartesian space or in joint space. In Cartesian space, the

3D coordinates (i.e. x, y and z) and the orientation of the

tool center point are considered. In joint space, for example,

r(0) = {r1(0), r2(0), . . . , r6(0)} denotes the start position,

where ri(t) denotes the position of i-th joint at t. Denote

Tp and Tr the durations of the planned and the realized

trajectories, respectively. During Tp < t ≤ Tr, the goal

position refinement is being executed by the controller. The

execution is finished when the predefined goal position ac-

curacy has been achieved or predefined refinement time limit

reached. In measurements, 10 sec maximum refinement time

was configured. We introduce the following KPIs:

• Spatial deviation from the planned trajectory.

Γ(t) = min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tr].

The Γ(t) is the minimal distance between the robot

position at time t and the corresponding segment of the

planned trajectory around t. For orientation,

ΓO(t) = min
τ∈[−1,1]

arccos
[

O−1
r (t) ·Op(t+ τ)

]

, t ∈ [0, Tr],

where Or(t) and Op(t) are unit quaternions [15] repre-

senting the realized and the planed orientations of the tool

center point, respectively.

• Temporal deviation from the planned trajectory.

∆(t) = arg min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tp].

The ∆(t) is the time difference between minimal distance

point pair at time t.

• Refinement time. Υ = Tr − Tp is the extra time needed

to approach the goal position in the predefined spatial

accuracy.

The spatial and temporal deviations describe the distance

between the realized and the planed trajectory. The spatial

deviation measures the distance in Cartesian space or in joint

space. By temporal accuracy, we refer to the timing accuracy

of trajectory execution. The temporal deviation measures how

accurately the planed trajectory is followed in time. For

example, assume that the robot arm exactly moves along the

planned path. In this case the spatial deviation is zero. Now

assume that the robot arm moves on this path with 100 ms

delay, i.e. r(t) = p(t−0.1). In this case the temporal deviation

is −100 ms.

V. EVALUATION OF THE MEASUREMENTS

During the measurements we have executed trajectories to

randomly generated goal positions and orientations. The same

trajectories were executed with varying parameter settings.

We used different maximum allowed join speeds (from 22.5
to 112.5 deg/sec), goal accuracy in joint space (from 0.1 to

0.001 deg), controller update times (8, 16 and 24 ms) and a

wide range of network delays (RTT: 0, 1, 2, 4, 8, 16, 32
and 64 ms). The high delay values, i.e. 32 and 64 ms, are

included to see extreme cases as well. Figure 2 and Figure 3

highlight measurement results.

A. Affecting the temporal deviation

Figure 2(a) and Figure 2(b) show the average and the range

of temporal deviation from planned trajectories for different

network delays as a function of maximum allowed joint speed

and using 8 ms update time and 0.1 deg accuracy. The average

of temporal deviation hardly depends on the network delay, its

absolute value is about 12-18 ms and the negative sign means

that the robot is a little behind time in average. Note that this

is approximately the dead delay of the control loop for non-

delayed (i.e. RTT: 0 ms) case.

The range of temporal deviation is more sensitive to network

delay. For each network delay we can observe a speed limit,

e.g. for 16 ms delay it is about 45 deg/sec. If the speed is

below this limit, the curve is close to the non-delayed curve.

However above the limit, the range of temporal deviation

curve goes above the non-delayed curve. Increased range value

means that the robot is sometimes ahead of time and sometime

behind time to the planed trajectory. It is also interesting that

in low speed cases (e.g. 22.5 deg/sec) the range of temporal

deviation is high (∼ 150 ms) and hardly depends on the

network delay. This can mean that in case of slow motion

the high temporal deviation is probably caused by internal

operation of the robot and the controller and not by the

network delay. Summarizing, low network delay is required

for use-cases where high temporal accuracy is crucial at high

robot movement speed. For example, to avoid collision of more

robot arms working close to each other.

B. Affecting the spatial deviation

Figure 2(c) and Figure 2(d) show the average of spatial

deviation from planned trajectory for different network delays

as a function of maximum allowed joint speed and using

8 ms update time and 0.1 deg accuracy. In Figure 2(c), the

measures are evaluated in joint space, in Figure 2(d) the

measures are evaluated in Cartesian space. For higher speed,

the same network delay causes higher degradation, as we

expected. For network delays of 32 and 64 ms, the difference

is significant. For lower network delays, the difference is

relatively small. This can mean that from a certain network
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms

TABLE I
AVERAGE AND STANDARD DEVIATION OF RESPONSE TIME FOR DIFFERENT

NETWORK DELAYS

joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms

TABLE I
AVERAGE AND STANDARD DEVIATION OF RESPONSE TIME FOR DIFFERENT

NETWORK DELAYS

joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a
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next control possibility is to command (receive) the velocity

(state) of the individual joints at sampling frequency of 125 Hz

and this interface is accessible externally (low level control

API). The robot supports ProfiNet RT, ModBus and TCP/IP

communication protocols.

B. Software components

We have developed a robot arm controller from scratch

based on the low level control API of the UR5. The main

reason to do so is to facilitate the integration of our custom

KPIs. Figure 1 shows our measurement setup. The controller

runs on a Linux PC that is connected to UR5 over Ethernet. It

uses TCP/IP protocol stack for communication and a 125 Hz

controlling frequency. Furthermore, velocity control is applied

which means that we send per joint velocity commands

(speedj) to the robot arm every 8 ms, including rotation speed

information of the 6 servo motors. Network delay that models

latency aspect of URLLC link is inserted in the control loop,

i.e., between the controller and UR5 robot arm, by the Traffic

Control tool of Linux. We use fix delay to analyze the behavior

of the system on the upper limit of the possible network delay.

Note that jitter can be transformed to fix delay with a jitter-

buffer.

Our controller implements trajectory generation, trajectory

execution and communication modules, see Figure 1. Tra-

jectory generator accepts moveTo commands. The parameters

of a command specify the goal position and orientation in

Cartesian space, target execution start time and maximum

allowed joint velocity and acceleration. First, using inverse

kinematics, the goal position and orientation are transformed

into joint space. Then, a feasible path is determined from

the current position of the robot to the goal position using

tangent bug algorithm. Obstacles can be specified in joint

space. Finally, the feasible path is sampled and cubic-spline

interpolation is applied considering the specified maximum

Network delay Avg. response time Stand. Dev.

0 ms 14.66 ms 1.84 ms

1 ms 14.99 ms 2.00 ms

2 ms 15.60 ms 2.50 ms

4 ms 20.61 ms 1.91 ms

8 ms 22.46 ms 1.66 ms

16 ms 30.51 ms 1.70 ms

32 ms 46.62 ms 1.81 ms

64 ms 78.50 ms 1.83 ms

TABLE I
AVERAGE AND STANDARD DEVIATION OF RESPONSE TIME FOR DIFFERENT

NETWORK DELAYS

joint velocity and acceleration. The trajectory generator also

supports smooth on-the-fly trajectory modification.

Trajectory executor receives trajectories. A trajectory is

described by 6 splines, each spline describes individual joint

position evolution in time. For each joint, a feed-forward ve-

locity control is running with predefined update time for which

default value is 8 ms. The position error is calculated from the

target position coming from the spline and the current position

extracted from the robot feedback. The baseline velocity is

obtained from the spline by derivation and modified through

a PID controller based on position error. We have tuned

the parameters of the PID controller for zero network delay

and we kept this setting unchanged during the investigations.

The update timers of the robot and the trajectory executor

are unsynchronized. This unsynchronized operation further

increases the average response time with 4 ms and the standard

deviation (i.e. jitter) with ∼ 2.3 ms. Consequently, the average

dead delay of the control loop of trajectory executor is about

18 ms and the jitter is about 3 ms. Trajectory executor also

records the realized trajectory. After execution, it compares

the planned and the realized trajectories and calculates KPIs.

The communication module sends the joint velocity com-

mands to the robot. Commands are sent in clear text format,

and each command message contains joint velocity values for

all of the 6 joints. A velocity command message is valid until

a new message received or an optionally specified timeout

expired. The status feedback is encoded in binary format and

has a size of about 1 Kbyte.

IV. MEASUREMENT SCENARIOS

A. Response time

We started with the investigation of the response time

(i.e, dead delay) of the robot. We sent a (non-zero) velocity

command to standstill robot and inspected the received status

messages sent by the robot. The response time is the time

elapsed from the command transmission to the first received

status message reporting joint movements. Table I shows the

mean value and the standard deviation of response times for

different network delays. Without network delay, the average

response time is 14.66 ms and the standard deviation is

1.84 ms. The robot checks the incoming commands peri-

odically with 8 ms period and also sends status messages

with 8 ms period. Note that the standard deviation of a

continuous random variable uniformly distributed over [0, 8) is

2.3. The measurements show that the internal robot operation

contributes to the jitter of control-loop about 2 ms. Table

also shows that the network delay additionally increases the

average response time and does not significantly modify the

standard deviation. This means that the quick reaction on

external events needs low network delay. For example, assume

that the robot moves with 1 m/sec, then e.g., 10 ms additional

network delay can end in up to 1 cm additional difference.

B. Precision of trajectory execution

We evaluated three main KPIs for each trajectory to measure

execution quality. Two of them measure execution precision

and the third one measures the execution time. Let p(t) and

r(t) denote the position functions of the planned and the

realized trajectories, respectively. Positions can be defined in

Cartesian space or in joint space. In Cartesian space, the

3D coordinates (i.e. x, y and z) and the orientation of the

tool center point are considered. In joint space, for example,

r(0) = {r1(0), r2(0), . . . , r6(0)} denotes the start position,

where ri(t) denotes the position of i-th joint at t. Denote

Tp and Tr the durations of the planned and the realized

trajectories, respectively. During Tp < t ≤ Tr, the goal

position refinement is being executed by the controller. The

execution is finished when the predefined goal position ac-

curacy has been achieved or predefined refinement time limit

reached. In measurements, 10 sec maximum refinement time

was configured. We introduce the following KPIs:

• Spatial deviation from the planned trajectory.

Γ(t) = min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tr].

The Γ(t) is the minimal distance between the robot

position at time t and the corresponding segment of the

planned trajectory around t. For orientation,

ΓO(t) = min
τ∈[−1,1]

arccos
[

O−1
r (t) ·Op(t+ τ)

]

, t ∈ [0, Tr],

where Or(t) and Op(t) are unit quaternions [15] repre-

senting the realized and the planed orientations of the tool

center point, respectively.

• Temporal deviation from the planned trajectory.

∆(t) = arg min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tp].

The ∆(t) is the time difference between minimal distance

point pair at time t.

• Refinement time. Υ = Tr − Tp is the extra time needed

to approach the goal position in the predefined spatial

accuracy.

The spatial and temporal deviations describe the distance

between the realized and the planed trajectory. The spatial

deviation measures the distance in Cartesian space or in joint

space. By temporal accuracy, we refer to the timing accuracy

of trajectory execution. The temporal deviation measures how

accurately the planed trajectory is followed in time. For

example, assume that the robot arm exactly moves along the

planned path. In this case the spatial deviation is zero. Now

assume that the robot arm moves on this path with 100 ms

delay, i.e. r(t) = p(t−0.1). In this case the temporal deviation

is −100 ms.

V. EVALUATION OF THE MEASUREMENTS

During the measurements we have executed trajectories to

randomly generated goal positions and orientations. The same

trajectories were executed with varying parameter settings.

We used different maximum allowed join speeds (from 22.5
to 112.5 deg/sec), goal accuracy in joint space (from 0.1 to

0.001 deg), controller update times (8, 16 and 24 ms) and a

wide range of network delays (RTT: 0, 1, 2, 4, 8, 16, 32
and 64 ms). The high delay values, i.e. 32 and 64 ms, are

included to see extreme cases as well. Figure 2 and Figure 3

highlight measurement results.

A. Affecting the temporal deviation

Figure 2(a) and Figure 2(b) show the average and the range

of temporal deviation from planned trajectories for different

network delays as a function of maximum allowed joint speed

and using 8 ms update time and 0.1 deg accuracy. The average

of temporal deviation hardly depends on the network delay, its

absolute value is about 12-18 ms and the negative sign means

that the robot is a little behind time in average. Note that this

is approximately the dead delay of the control loop for non-

delayed (i.e. RTT: 0 ms) case.

The range of temporal deviation is more sensitive to network

delay. For each network delay we can observe a speed limit,

e.g. for 16 ms delay it is about 45 deg/sec. If the speed is

below this limit, the curve is close to the non-delayed curve.

However above the limit, the range of temporal deviation

curve goes above the non-delayed curve. Increased range value

means that the robot is sometimes ahead of time and sometime

behind time to the planed trajectory. It is also interesting that

in low speed cases (e.g. 22.5 deg/sec) the range of temporal

deviation is high (∼ 150 ms) and hardly depends on the

network delay. This can mean that in case of slow motion

the high temporal deviation is probably caused by internal

operation of the robot and the controller and not by the

network delay. Summarizing, low network delay is required

for use-cases where high temporal accuracy is crucial at high

robot movement speed. For example, to avoid collision of more

robot arms working close to each other.

B. Affecting the spatial deviation

Figure 2(c) and Figure 2(d) show the average of spatial

deviation from planned trajectory for different network delays

as a function of maximum allowed joint speed and using

8 ms update time and 0.1 deg accuracy. In Figure 2(c), the

measures are evaluated in joint space, in Figure 2(d) the

measures are evaluated in Cartesian space. For higher speed,

the same network delay causes higher degradation, as we

expected. For network delays of 32 and 64 ms, the difference

is significant. For lower network delays, the difference is

relatively small. This can mean that from a certain network
continuous random variable uniformly distributed over [0, 8) is

2.3. The measurements show that the internal robot operation

contributes to the jitter of control-loop about 2 ms. Table

also shows that the network delay additionally increases the

average response time and does not significantly modify the

standard deviation. This means that the quick reaction on

external events needs low network delay. For example, assume

that the robot moves with 1 m/sec, then e.g., 10 ms additional

network delay can end in up to 1 cm additional difference.

B. Precision of trajectory execution

We evaluated three main KPIs for each trajectory to measure

execution quality. Two of them measure execution precision

and the third one measures the execution time. Let p(t) and

r(t) denote the position functions of the planned and the

realized trajectories, respectively. Positions can be defined in

Cartesian space or in joint space. In Cartesian space, the

3D coordinates (i.e. x, y and z) and the orientation of the

tool center point are considered. In joint space, for example,

r(0) = {r1(0), r2(0), . . . , r6(0)} denotes the start position,

where ri(t) denotes the position of i-th joint at t. Denote

Tp and Tr the durations of the planned and the realized

trajectories, respectively. During Tp < t ≤ Tr, the goal

position refinement is being executed by the controller. The

execution is finished when the predefined goal position ac-

curacy has been achieved or predefined refinement time limit

reached. In measurements, 10 sec maximum refinement time

was configured. We introduce the following KPIs:

• Spatial deviation from the planned trajectory.

Γ(t) = min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tr].

The Γ(t) is the minimal distance between the robot

position at time t and the corresponding segment of the

planned trajectory around t. For orientation,

ΓO(t) = min
τ∈[−1,1]

arccos
[

O−1
r (t) ·Op(t+ τ)

]

, t ∈ [0, Tr],

where Or(t) and Op(t) are unit quaternions [15] repre-

senting the realized and the planed orientations of the tool

center point, respectively.

• Temporal deviation from the planned trajectory.

∆(t) = arg min
τ∈[−1,1]

∥

∥ r(t)− p(t+ τ)
∥

∥

2
, t ∈ [0, Tp].

The ∆(t) is the time difference between minimal distance

point pair at time t.

• Refinement time. Υ = Tr − Tp is the extra time needed

to approach the goal position in the predefined spatial

accuracy.

The spatial and temporal deviations describe the distance

between the realized and the planed trajectory. The spatial

deviation measures the distance in Cartesian space or in joint

space. By temporal accuracy, we refer to the timing accuracy

of trajectory execution. The temporal deviation measures how

accurately the planed trajectory is followed in time. For

example, assume that the robot arm exactly moves along the

planned path. In this case the spatial deviation is zero. Now

assume that the robot arm moves on this path with 100 ms

delay, i.e. r(t) = p(t−0.1). In this case the temporal deviation

is −100 ms.

V. EVALUATION OF THE MEASUREMENTS

During the measurements we have executed trajectories to

randomly generated goal positions and orientations. The same

trajectories were executed with varying parameter settings.

We used different maximum allowed join speeds (from 22.5
to 112.5 deg/sec), goal accuracy in joint space (from 0.1 to

0.001 deg), controller update times (8, 16 and 24 ms) and a

wide range of network delays (RTT: 0, 1, 2, 4, 8, 16, 32
and 64 ms). The high delay values, i.e. 32 and 64 ms, are

included to see extreme cases as well. Figure 2 and Figure 3

highlight measurement results.

A. Affecting the temporal deviation

Figure 2(a) and Figure 2(b) show the average and the range

of temporal deviation from planned trajectories for different

network delays as a function of maximum allowed joint speed

and using 8 ms update time and 0.1 deg accuracy. The average

of temporal deviation hardly depends on the network delay, its

absolute value is about 12-18 ms and the negative sign means

that the robot is a little behind time in average. Note that this

is approximately the dead delay of the control loop for non-

delayed (i.e. RTT: 0 ms) case.

The range of temporal deviation is more sensitive to network

delay. For each network delay we can observe a speed limit,

e.g. for 16 ms delay it is about 45 deg/sec. If the speed is

below this limit, the curve is close to the non-delayed curve.

However above the limit, the range of temporal deviation

curve goes above the non-delayed curve. Increased range value

means that the robot is sometimes ahead of time and sometime

behind time to the planed trajectory. It is also interesting that

in low speed cases (e.g. 22.5 deg/sec) the range of temporal

deviation is high (∼ 150 ms) and hardly depends on the

network delay. This can mean that in case of slow motion

the high temporal deviation is probably caused by internal

operation of the robot and the controller and not by the

network delay. Summarizing, low network delay is required

for use-cases where high temporal accuracy is crucial at high

robot movement speed. For example, to avoid collision of more

robot arms working close to each other.

B. Affecting the spatial deviation

Figure 2(c) and Figure 2(d) show the average of spatial

deviation from planned trajectory for different network delays

as a function of maximum allowed joint speed and using

8 ms update time and 0.1 deg accuracy. In Figure 2(c), the

measures are evaluated in joint space, in Figure 2(d) the

measures are evaluated in Cartesian space. For higher speed,

the same network delay causes higher degradation, as we

expected. For network delays of 32 and 64 ms, the difference

is significant. For lower network delays, the difference is

relatively small. This can mean that from a certain network
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delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.
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shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.
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Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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delay limit (in this measurement setup 32 ms) the network
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formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two
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formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using
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Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.
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delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,
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connection is available then using lower robot speed allows
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for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the

(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average of temporal deviation (b) Range of temporal deviation

(c) Average of spatial deviation in joint space (d) Average spatial deviation in Cartesian space

Fig. 2. Statistics of temporal and spatial deviations of realized trajectory from planned trajectory for different network delays

delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in

joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.
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(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average of temporal deviation (b) Range of temporal deviation

(c) Average of spatial deviation in joint space (d) Average spatial deviation in Cartesian space

Fig. 2. Statistics of temporal and spatial deviations of realized trajectory from planned trajectory for different network delays

delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the

(a) Average of temporal deviation (b) Range of temporal deviation

(c) Average of spatial deviation in joint space (d) Average spatial deviation in Cartesian space

Fig. 2. Statistics of temporal and spatial deviations of realized trajectory from planned trajectory for different network delays

delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average of temporal deviation (b) Range of temporal deviation

(c) Average of spatial deviation in joint space (d) Average spatial deviation in Cartesian space

Fig. 2. Statistics of temporal and spatial deviations of realized trajectory from planned trajectory for different network delays

delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
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delay limit (in this measurement setup 32 ms) the network

delay causes more intense degradation of accuracy. The two

figures have similar shape. Note that, using forward kinematics

formulae, joint space can be one-to-one mapped into Cartesian

space. For inverse kinematics (Cartesian space to joint space

transformation), a point in Cartesian space can have more

than one image in the joint space. We conclude that applying

lower joint speeds the spatial accuracy increases and also the

controller is more tolerable to network delay. In this way,

if low latency connection is available then the robot can be

used at full speed. This also means that if only higher latency

connection is available then using lower robot speed allows

achieving the same spatial accuracy.

C. Affecting the refinement time

Figure 3 shows results for refinement time. Figure 3(a)

shows the spatial distance at time Tp, i.e., when the planned

trajectory ends and goal refinement starts. As we expected, this

KPI has similar figure as average spatial deviation values. Fig-

ure 3(b) shows how refinement times depend on the required

spatial accuracy (8 ms update time and 16 ms network delay).

Refinement time is higher for stricter accuracy requirement

and for higher robot speed. There are also cases when the

required accuracy cannot be achieved within predefined time

limit, e.g., 0.001 deg accuracy and > 90 deg/sec speed. This

means that a deadline on execution time leads to requirement

on maximum tolerable network delay. In contrary, using lower

robot speed with the same spatial accuracy is achievable over

a connection with higher latency. The cost is the increased

execution time. Consequently, choosing proper required accu-

racy can improve execution time. In a robotic cell, the cyclic

time is an important KPI. The cyclic time can be improved

by reducing refinement time by specifying lower accuracy for

cases where spatial accuracy is not crucial.

D. Experimenting with the update time of the controller

In the final measurement, we investigated the effect of

update time of controller on the accuracy. In Table II, max-

imum spatial deviation in joint space is shown. For each

trajectory, the maximum spatial deviation is calculated (i.e.

maxt∈[0,TB ]Γ(t)) and averaged over executed trajectories. We

observed that to utilize the advantage of lower update time

requires low network delay as well. For example, in 64 ms

network delay cases, using the lowest (i.e. 8 ms) update

time has no significant effect on the performance. However,

for lower network delay cases (e.g. 16 ms), lower update

time leads to significant gain. This means that systems using

low update time require strict latency requirements from the
(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in

joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568
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16 ms 0.477 0.608 0.808
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16 ms 0.801 1.029 1.287
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TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
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wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.

B. Handling jitter, delay and packet loss

In the measurements, jitter and packet loss were not con-

sidered. We assumed negligible jitter and no packet loss was

introduced by the network.

When the jitter is relatively small compared to the latency

of the connection, then jitter buffer like methods can be used

to transform jitter into extra delay. During the end-to-end

delay budget calculation this extra delay should be taken into

account. This method requires packet buffering capability.

Delayed or lost packets that were not arrived in time can end

in performance degradation. The best solution is to minimize

the occurrence of these events and to avoid bursty occurrence

of them. One of the main goals of URLLC is to provide

reliable connection and fulfill these requirements. In some

extent, delayed or lost packets can also be handled at higher

layers in the controller and at the device side. All correction

methods reduce the accuracy of movements and can efficiently

be used only for a limited time period.

In case of delayed or lost status messages, action should

be taken at the controller side of the control loop. In case

of trajectory execution, the controller uses joint positions

from the status messages. The missing joint position values

can efficiently be extrapolated, because trajectory generators

intentionally generate smooth trajectories to reduce the load

of the servos. Practically, the missing joint position value

is extrapolated from the historical values of joint positions

and from the remaining part of the trajectory. The position

error caused by extrapolated values will be corrected by the

PID control when the controller receives again correct status

messages.

In case of delayed or lost command messages, action should

be taken at the both sides of the control loop. At the controller

side, the controller needs to be informed about the unsuccess-

ful command transmission to keep itself up-to-date. A potential

solution is that the wireless network informs controller about

transmission status of down-link packets. When radio interface

failed or predicted to fail to transmit a packet in time (e.g. radio

related problems or congestion), then wireless network notifies

the controller about this event. Relying on this information

the controller updates its internal state and tries to avoid

overreaction.

VII. CONCLUSION

We investigated the performance of the closed-loop control

of an UR5 industrial robot arm at varying network charac-

teristics. We run trajectories and measured the accuracy of

realized trajectories as the function of network delay and robot

movement speed. We introduced KPIs to evaluate the temporal

and spatial accuracy of the realized trajectories. We observed

that to achieve the maximum accuracy of the robot at maxi-

mum speed, there is a need for low latency communication.

However, at lower speed or at relaxed accuracy, higher network

latency is still tolerable. We also observed that, providing

much lower latency than the update time of the robot has only

moderate performance gain. Finally, we suggested a method

to handle loss and jitter of robot control packets.
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(a) Average spatial distance at the start of goal position refinement (b) Average refinement time for different required goal position accuracy in
joint space; accuracy requirements: from 0.001 deg to 0.1 deg

Fig. 3. Statistics of goal refinement phase

Max joint speed Delay 8 ms tick 16 ms tick 24 ms tick

22.5 deg/sec
16 ms 0.116 0.116 0.115
64 ms 0.143 0.186 0.141

45 deg/sec
16 ms 0.229 0.232 0.255
64 ms 0.622 0.710 0.675

67.5 deg/sec
16 ms 0.340 0.374 0.492
64 ms 1.464 1.571 1.568

90 deg/s
16 ms 0.477 0.608 0.808
64 ms 2.531 2.660 2.793

112.5 deg/sec
16 ms 0.801 1.029 1.287
64 ms 3.694 4.144 4.100

TABLE II
MAXIMUM SPATIAL DEVIATION IN JOINT SPACE [DEG] FROM PLANNED

TRAJECTORY FOR DIFFERENT CONTROLLER UPDATE TIME (TICK),
NETWORK DELAY AND MAXIMUM JOINT SPEED.

wireless link. Providing low latency connection for a system

with high update time has no performance advantage.

VI. DISCUSSION ON THE OBSERVATIONS

This section summarizes and discusses observations and

also suggests a method to handle loss and jitter.

A. Requirements on the network

In general, measurement results have shown that the net-

work delay lower than 4 ms has no significant performance

impact. This is because (a) the internal operation of the

robot ends in about 2 ms standard deviation in response

time, most probably, due to the internal sampling used in

the robot and (b) the ticks of the robot and the controller

are unsynchronized. The impact of network delay lower than

4 ms is masked by the background "noise" of measurement

setup. The detailed analysis of 0-4 ms network delay range

requires more sophisticated measurement apparatus, e.g., the

robot and the controller should be synchronized, otherwise

the randomness introduced by unsynchronized update times

dominates the behavior or a robot arm with lower update time

(e.g., < 1 ms) should be used.

The task of the robot arm can put requirements on the

network delay:

• For tasks where robot arm should react on external

events, low network delay is desired, because the network

delay between robot and controller directly increases the

reaction time.

• For tasks where time consuming goal refinement is

not tolerable, low network delay should be provisioned.

The deadline on trajectory execution time leads to a

requirement on the maximum tolerable network delay.

In general, higher network delay makes the refinement

time longer and in this way increases the total trajectory

execution time.

• Some tasks require accurate movement along the path,

e.g. welding, and not only at the goal position. Another

example is the collaboration of more robot arms where

the precise and synchronized movements are crucial. For

these tasks also low network delay is desired.

The internal mechanisms of robot arm can also put require-

ments on the network delay. In general, a low update time

system requires lower network delay. The control of a robot

arm with e.g. 20 ms update time, probably tolerates higher

network delay than a more precise and faster robot arm with

e.g. 1 ms update time. In addition to this, providing low latency

connection for a system with relatively high update time has

limited performance advantage.

Performance requirements of trajectory execution can also

put requirements on the network delay. Faster robot move-

ments require lower network delay for accurate movement. In

other side, if only higher latency connection is available then

using lower robot speed can compensate increased network

delay for some extent.

Performance optimization can also give guidelines for re-

quired network delay. Choosing proper required accuracy can

improve execution time. For example, if less accurate move-

ment is enough, then relaxed accuracy can shorten refinement

time.
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B. Handling jitter, delay and packet loss

In the measurements, jitter and packet loss were not con-

sidered. We assumed negligible jitter and no packet loss was

introduced by the network.

When the jitter is relatively small compared to the latency

of the connection, then jitter buffer like methods can be used

to transform jitter into extra delay. During the end-to-end

delay budget calculation this extra delay should be taken into

account. This method requires packet buffering capability.

Delayed or lost packets that were not arrived in time can end

in performance degradation. The best solution is to minimize

the occurrence of these events and to avoid bursty occurrence

of them. One of the main goals of URLLC is to provide

reliable connection and fulfill these requirements. In some

extent, delayed or lost packets can also be handled at higher

layers in the controller and at the device side. All correction

methods reduce the accuracy of movements and can efficiently

be used only for a limited time period.

In case of delayed or lost status messages, action should

be taken at the controller side of the control loop. In case

of trajectory execution, the controller uses joint positions

from the status messages. The missing joint position values

can efficiently be extrapolated, because trajectory generators

intentionally generate smooth trajectories to reduce the load

of the servos. Practically, the missing joint position value

is extrapolated from the historical values of joint positions

and from the remaining part of the trajectory. The position

error caused by extrapolated values will be corrected by the

PID control when the controller receives again correct status

messages.

In case of delayed or lost command messages, action should

be taken at the both sides of the control loop. At the controller

side, the controller needs to be informed about the unsuccess-

ful command transmission to keep itself up-to-date. A potential

solution is that the wireless network informs controller about

transmission status of down-link packets. When radio interface

failed or predicted to fail to transmit a packet in time (e.g. radio

related problems or congestion), then wireless network notifies

the controller about this event. Relying on this information

the controller updates its internal state and tries to avoid

overreaction.

VII. CONCLUSION

We investigated the performance of the closed-loop control

of an UR5 industrial robot arm at varying network charac-

teristics. We run trajectories and measured the accuracy of

realized trajectories as the function of network delay and robot

movement speed. We introduced KPIs to evaluate the temporal

and spatial accuracy of the realized trajectories. We observed

that to achieve the maximum accuracy of the robot at maxi-

mum speed, there is a need for low latency communication.

However, at lower speed or at relaxed accuracy, higher network

latency is still tolerable. We also observed that, providing

much lower latency than the update time of the robot has only

moderate performance gain. Finally, we suggested a method

to handle loss and jitter of robot control packets.
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latency is still tolerable. We also observed that, providing
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1 

 
Abstract— Vehicle to grid (V2G) communication for electric 

vehicles and their charging points is already well established by 
the ISO 15118 standard. The standard allows vehicles to 
communicate with the charging station using the power cable, i.e. 
a wired link, but it is improved to enable wireless (WLAN) links 
as well. This paper aims to provide an implementation that 
accomplishes a wireless authentication solution (WAS). With that 
the electric vehicles can establish V2G connection when 
approaching the charging pool, then identify and authenticate the 
driver and/or the vehicle. Furthermore, the paper presents a 
TTCN-3 based validation and verification (V&V) framework in 
order to test the conformance of the prototype implementation 
against the standard. 
 

Index Terms—Vehicle-to-Grid, ISO 15118, wireless charging, 
Electric Vehicle, ITS, TTCN-3 

I. INTRODUCTION 

The proportion of Battery Electric Vehicles (BEV) and Plug-In 
Hybrid Electric Vehicles (PHEV), against conventional 
vehicles with internal combustion engine, is growing 
remarkably in developed countries. Led by the USA, the 
European Union and Japan the BEV and PHEV market is 
rapidly growing [1]. To serve this increased demand, massive 
charge point deployment is required. Nevertheless, due to 
business issues (e.g. billing) and grid limitations, smart 
charging is also a mandatory requirement to overcome the 
issues caused by mass electric vehicle (EV) recharging. For the 
sake of convenience hereafter the collection term EV for both 
battery electric vehicles and PHEVs is used. 
The communication between EVs is an extensively researched 
topic and it is becoming an essential part of the C-ITS 
(Cooperative Intelligent transportation system) environment. 
The bi-directional communication between the vehicle and the 
charging point (and the grid infrastructure behind it) is referred 
to as vehicle-to-grid (V2G), thus V2G provides a 
communication interface for bi-directional charging (or 
discharging) of EVs. The EV charging station is the so-called 
EVSE (Electric Vehicle Supply Equipment). Inside the EV 
there is a module responsible for the V2G communication. This 
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module is referred to as Electric Vehicle Communication 
Controller (EVCC), while in the case of EVSE the literature 
uses the term Supply Equipment Communication Controller 
(SECC). The EV is capable of communicating with the 
charging point using its EVCC. The message exchange between 
the EV and the EVSE is standardized by ISO/IEC (International 
Organization for Standardization/ International 
Electrotechnical Commission) in the series of 15118 
(e.g. [2] – [7]). As the communication parts of this generic 
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B. Handling jitter, delay and packet loss

In the measurements, jitter and packet loss were not con-

sidered. We assumed negligible jitter and no packet loss was

introduced by the network.

When the jitter is relatively small compared to the latency

of the connection, then jitter buffer like methods can be used

to transform jitter into extra delay. During the end-to-end

delay budget calculation this extra delay should be taken into

account. This method requires packet buffering capability.

Delayed or lost packets that were not arrived in time can end

in performance degradation. The best solution is to minimize

the occurrence of these events and to avoid bursty occurrence

of them. One of the main goals of URLLC is to provide

reliable connection and fulfill these requirements. In some

extent, delayed or lost packets can also be handled at higher

layers in the controller and at the device side. All correction

methods reduce the accuracy of movements and can efficiently

be used only for a limited time period.

In case of delayed or lost status messages, action should

be taken at the controller side of the control loop. In case

of trajectory execution, the controller uses joint positions

from the status messages. The missing joint position values

can efficiently be extrapolated, because trajectory generators

intentionally generate smooth trajectories to reduce the load

of the servos. Practically, the missing joint position value

is extrapolated from the historical values of joint positions

and from the remaining part of the trajectory. The position

error caused by extrapolated values will be corrected by the

PID control when the controller receives again correct status

messages.

In case of delayed or lost command messages, action should

be taken at the both sides of the control loop. At the controller

side, the controller needs to be informed about the unsuccess-

ful command transmission to keep itself up-to-date. A potential

solution is that the wireless network informs controller about

transmission status of down-link packets. When radio interface

failed or predicted to fail to transmit a packet in time (e.g. radio

related problems or congestion), then wireless network notifies

the controller about this event. Relying on this information

the controller updates its internal state and tries to avoid

overreaction.

VII. CONCLUSION

We investigated the performance of the closed-loop control

of an UR5 industrial robot arm at varying network charac-

teristics. We run trajectories and measured the accuracy of

realized trajectories as the function of network delay and robot

movement speed. We introduced KPIs to evaluate the temporal

and spatial accuracy of the realized trajectories. We observed

that to achieve the maximum accuracy of the robot at maxi-

mum speed, there is a need for low latency communication.

However, at lower speed or at relaxed accuracy, higher network

latency is still tolerable. We also observed that, providing

much lower latency than the update time of the robot has only

moderate performance gain. Finally, we suggested a method

to handle loss and jitter of robot control packets.
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sake of convenience hereafter the collection term EV for both 
battery electric vehicles and PHEVs is used. 
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The bi-directional communication between the vehicle and the 
charging point (and the grid infrastructure behind it) is referred 
to as vehicle-to-grid (V2G), thus V2G provides a 
communication interface for bi-directional charging (or 
discharging) of EVs. The EV charging station is the so-called 
EVSE (Electric Vehicle Supply Equipment). Inside the EV 
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module is referred to as Electric Vehicle Communication 
Controller (EVCC), while in the case of EVSE the literature 
uses the term Supply Equipment Communication Controller 
(SECC). The EV is capable of communicating with the 
charging point using its EVCC. The message exchange between 
the EV and the EVSE is standardized by ISO/IEC (International 
Organization for Standardization/ International 
Electrotechnical Commission) in the series of 15118 
(e.g. [2] – [7]). As the communication parts of this generic 
equipment are the EVCC and SECC, ISO 15118 describes the 
communication between these components. ISO 15118 is the 
enabler of vehicle-to-grid applications. 
The main challenge of any standardized technology is 
conformance and interoperability. Conformance testing checks 
a specific product (or maybe a part of a product) for compliance 
to requirements given in a base standard. A definition of 
interoperability testing is the "ability" of two or more systems 
(or components) to exchange and use information and execute 
successful procedures/sessions. The aim of interoperability 
testing is not restricted to demonstrating that products (from 
different manufacturers) can work together: it also shows that 
these products can work together using a specific protocol. 
Multi-vendor compatibility is crucial for the success of V2G 
technology. 
The contribution of this manuscript is given as follows: 
1. Introduce a prototype SECC implementation, which uses 

wireless (WLAN-based) communication to handle a V2G 
session with the EVCC. A wireless authentication solution 
(WAS) is presented that allows and handles the V2G 
communication and the identification of the EV via 
wireless links.  

2. Provide a validation and verification (V&V) tool to test the 
V2G conformance of the implemented prototype against 
the base standard given in [3].  

It is important to highlight the fact that V2G was originally 
planned to be used in a wired manner (i.e. using the charging 
cable with power line communication). However, wireless 
communication recently gained higher attention, even in the 

Zoltán Jakó is with the Broadbit Hungary Kft., 1023, Ürömi utca 40, 
Budapest, Hungary (e-mail: zoltan.jako@broadbit.net).  

Ádám Knapp is with the Broadbit Hungary Kft., 1023, Ürömi utca 40, 
Budapest, Hungary (e-mail: adam.knapp@broadbit.net).  

Nadim El Sayed is with the DAI-Labor, Technische Universität Berlin, 
Berlin (TUB), Berlin, Germany (e-mail: nadim.elsayed@dai-labor.de). 

Wireless Authentication Solution and TTCN-3 
based Test Framework for ISO-15118 Wireless 

V2G Communication 
Zoltán Jakó, Member, IEEE, Ádám Knapp, Member, IEEE and Nadim El Sayed 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

1 

 
Abstract— Vehicle to grid (V2G) communication for electric 

vehicles and their charging points is already well established by 
the ISO 15118 standard. The standard allows vehicles to 
communicate with the charging station using the power cable, i.e. 
a wired link, but it is improved to enable wireless (WLAN) links 
as well. This paper aims to provide an implementation that 
accomplishes a wireless authentication solution (WAS). With that 
the electric vehicles can establish V2G connection when 
approaching the charging pool, then identify and authenticate the 
driver and/or the vehicle. Furthermore, the paper presents a 
TTCN-3 based validation and verification (V&V) framework in 
order to test the conformance of the prototype implementation 
against the standard. 
 

Index Terms—Vehicle-to-Grid, ISO 15118, wireless charging, 
Electric Vehicle, ITS, TTCN-3 

I. INTRODUCTION 

The proportion of Battery Electric Vehicles (BEV) and Plug-In 
Hybrid Electric Vehicles (PHEV), against conventional 
vehicles with internal combustion engine, is growing 
remarkably in developed countries. Led by the USA, the 
European Union and Japan the BEV and PHEV market is 
rapidly growing [1]. To serve this increased demand, massive 
charge point deployment is required. Nevertheless, due to 
business issues (e.g. billing) and grid limitations, smart 
charging is also a mandatory requirement to overcome the 
issues caused by mass electric vehicle (EV) recharging. For the 
sake of convenience hereafter the collection term EV for both 
battery electric vehicles and PHEVs is used. 
The communication between EVs is an extensively researched 
topic and it is becoming an essential part of the C-ITS 
(Cooperative Intelligent transportation system) environment. 
The bi-directional communication between the vehicle and the 
charging point (and the grid infrastructure behind it) is referred 
to as vehicle-to-grid (V2G), thus V2G provides a 
communication interface for bi-directional charging (or 
discharging) of EVs. The EV charging station is the so-called 
EVSE (Electric Vehicle Supply Equipment). Inside the EV 
there is a module responsible for the V2G communication. This 

 
This work is a part of the project NeMo - Hyper-Network for electro-Mobility 
that received funding from the European Union Horizon 2020 research & 
innovation program under grant agreement no 713794. Content reflects only the 
authors’ view and European Commission is not responsible for any use that 
may be made of the information it contains. 

module is referred to as Electric Vehicle Communication 
Controller (EVCC), while in the case of EVSE the literature 
uses the term Supply Equipment Communication Controller 
(SECC). The EV is capable of communicating with the 
charging point using its EVCC. The message exchange between 
the EV and the EVSE is standardized by ISO/IEC (International 
Organization for Standardization/ International 
Electrotechnical Commission) in the series of 15118 
(e.g. [2] – [7]). As the communication parts of this generic 
equipment are the EVCC and SECC, ISO 15118 describes the 
communication between these components. ISO 15118 is the 
enabler of vehicle-to-grid applications. 
The main challenge of any standardized technology is 
conformance and interoperability. Conformance testing checks 
a specific product (or maybe a part of a product) for compliance 
to requirements given in a base standard. A definition of 
interoperability testing is the "ability" of two or more systems 
(or components) to exchange and use information and execute 
successful procedures/sessions. The aim of interoperability 
testing is not restricted to demonstrating that products (from 
different manufacturers) can work together: it also shows that 
these products can work together using a specific protocol. 
Multi-vendor compatibility is crucial for the success of V2G 
technology. 
The contribution of this manuscript is given as follows: 
1. Introduce a prototype SECC implementation, which uses 

wireless (WLAN-based) communication to handle a V2G 
session with the EVCC. A wireless authentication solution 
(WAS) is presented that allows and handles the V2G 
communication and the identification of the EV via 
wireless links.  

2. Provide a validation and verification (V&V) tool to test the 
V2G conformance of the implemented prototype against 
the base standard given in [3].  

It is important to highlight the fact that V2G was originally 
planned to be used in a wired manner (i.e. using the charging 
cable with power line communication). However, wireless 
communication recently gained higher attention, even in the 

Zoltán Jakó is with the Broadbit Hungary Kft., 1023, Ürömi utca 40, 
Budapest, Hungary (e-mail: zoltan.jako@broadbit.net).  

Ádám Knapp is with the Broadbit Hungary Kft., 1023, Ürömi utca 40, 
Budapest, Hungary (e-mail: adam.knapp@broadbit.net).  

Nadim El Sayed is with the DAI-Labor, Technische Universität Berlin, 
Berlin (TUB), Berlin, Germany (e-mail: nadim.elsayed@dai-labor.de). 

Wireless Authentication Solution and TTCN-3 
based Test Framework for ISO-15118 Wireless 

V2G Communication 
Zoltán Jakó, Member, IEEE, Ádám Knapp, Member, IEEE and Nadim El Sayed 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

1 

 
Abstract— Vehicle to grid (V2G) communication for electric 

vehicles and their charging points is already well established by 
the ISO 15118 standard. The standard allows vehicles to 
communicate with the charging station using the power cable, i.e. 
a wired link, but it is improved to enable wireless (WLAN) links 
as well. This paper aims to provide an implementation that 
accomplishes a wireless authentication solution (WAS). With that 
the electric vehicles can establish V2G connection when 
approaching the charging pool, then identify and authenticate the 
driver and/or the vehicle. Furthermore, the paper presents a 
TTCN-3 based validation and verification (V&V) framework in 
order to test the conformance of the prototype implementation 
against the standard. 
 

Index Terms—Vehicle-to-Grid, ISO 15118, wireless charging, 
Electric Vehicle, ITS, TTCN-3 

I. INTRODUCTION 

The proportion of Battery Electric Vehicles (BEV) and Plug-In 
Hybrid Electric Vehicles (PHEV), against conventional 
vehicles with internal combustion engine, is growing 
remarkably in developed countries. Led by the USA, the 
European Union and Japan the BEV and PHEV market is 
rapidly growing [1]. To serve this increased demand, massive 
charge point deployment is required. Nevertheless, due to 
business issues (e.g. billing) and grid limitations, smart 
charging is also a mandatory requirement to overcome the 
issues caused by mass electric vehicle (EV) recharging. For the 
sake of convenience hereafter the collection term EV for both 
battery electric vehicles and PHEVs is used. 
The communication between EVs is an extensively researched 
topic and it is becoming an essential part of the C-ITS 
(Cooperative Intelligent transportation system) environment. 
The bi-directional communication between the vehicle and the 
charging point (and the grid infrastructure behind it) is referred 
to as vehicle-to-grid (V2G), thus V2G provides a 
communication interface for bi-directional charging (or 
discharging) of EVs. The EV charging station is the so-called 
EVSE (Electric Vehicle Supply Equipment). Inside the EV 
there is a module responsible for the V2G communication. This 

 
This work is a part of the project NeMo - Hyper-Network for electro-Mobility 
that received funding from the European Union Horizon 2020 research & 
innovation program under grant agreement no 713794. Content reflects only the 
authors’ view and European Commission is not responsible for any use that 
may be made of the information it contains. 

module is referred to as Electric Vehicle Communication 
Controller (EVCC), while in the case of EVSE the literature 
uses the term Supply Equipment Communication Controller 
(SECC). The EV is capable of communicating with the 
charging point using its EVCC. The message exchange between 
the EV and the EVSE is standardized by ISO/IEC (International 
Organization for Standardization/ International 
Electrotechnical Commission) in the series of 15118 
(e.g. [2] – [7]). As the communication parts of this generic 
equipment are the EVCC and SECC, ISO 15118 describes the 
communication between these components. ISO 15118 is the 
enabler of vehicle-to-grid applications. 
The main challenge of any standardized technology is 
conformance and interoperability. Conformance testing checks 
a specific product (or maybe a part of a product) for compliance 
to requirements given in a base standard. A definition of 
interoperability testing is the "ability" of two or more systems 
(or components) to exchange and use information and execute 
successful procedures/sessions. The aim of interoperability 
testing is not restricted to demonstrating that products (from 
different manufacturers) can work together: it also shows that 
these products can work together using a specific protocol. 
Multi-vendor compatibility is crucial for the success of V2G 
technology. 
The contribution of this manuscript is given as follows: 
1. Introduce a prototype SECC implementation, which uses 

wireless (WLAN-based) communication to handle a V2G 
session with the EVCC. A wireless authentication solution 
(WAS) is presented that allows and handles the V2G 
communication and the identification of the EV via 
wireless links.  

2. Provide a validation and verification (V&V) tool to test the 
V2G conformance of the implemented prototype against 
the base standard given in [3].  

It is important to highlight the fact that V2G was originally 
planned to be used in a wired manner (i.e. using the charging 
cable with power line communication). However, wireless 
communication recently gained higher attention, even in the 

Zoltán Jakó is with the Broadbit Hungary Kft., 1023, Ürömi utca 40, 
Budapest, Hungary (e-mail: zoltan.jako@broadbit.net).  

Ádám Knapp is with the Broadbit Hungary Kft., 1023, Ürömi utca 40, 
Budapest, Hungary (e-mail: adam.knapp@broadbit.net).  

Nadim El Sayed is with the DAI-Labor, Technische Universität Berlin, 
Berlin (TUB), Berlin, Germany (e-mail: nadim.elsayed@dai-labor.de). 

Wireless Authentication Solution and TTCN-3 
based Test Framework for ISO-15118 Wireless 

V2G Communication 
Zoltán Jakó, Member, IEEE, Ádám Knapp, Member, IEEE and Nadim El Sayed 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

1 

 
Abstract— Vehicle to grid (V2G) communication for electric 

vehicles and their charging points is already well established by 
the ISO 15118 standard. The standard allows vehicles to 
communicate with the charging station using the power cable, i.e. 
a wired link, but it is improved to enable wireless (WLAN) links 
as well. This paper aims to provide an implementation that 
accomplishes a wireless authentication solution (WAS). With that 
the electric vehicles can establish V2G connection when 
approaching the charging pool, then identify and authenticate the 
driver and/or the vehicle. Furthermore, the paper presents a 
TTCN-3 based validation and verification (V&V) framework in 
order to test the conformance of the prototype implementation 
against the standard. 
 

Index Terms—Vehicle-to-Grid, ISO 15118, wireless charging, 
Electric Vehicle, ITS, TTCN-3 

I. INTRODUCTION 

The proportion of Battery Electric Vehicles (BEV) and Plug-In 
Hybrid Electric Vehicles (PHEV), against conventional 
vehicles with internal combustion engine, is growing 
remarkably in developed countries. Led by the USA, the 
European Union and Japan the BEV and PHEV market is 
rapidly growing [1]. To serve this increased demand, massive 
charge point deployment is required. Nevertheless, due to 
business issues (e.g. billing) and grid limitations, smart 
charging is also a mandatory requirement to overcome the 
issues caused by mass electric vehicle (EV) recharging. For the 
sake of convenience hereafter the collection term EV for both 
battery electric vehicles and PHEVs is used. 
The communication between EVs is an extensively researched 
topic and it is becoming an essential part of the C-ITS 
(Cooperative Intelligent transportation system) environment. 
The bi-directional communication between the vehicle and the 
charging point (and the grid infrastructure behind it) is referred 
to as vehicle-to-grid (V2G), thus V2G provides a 
communication interface for bi-directional charging (or 
discharging) of EVs. The EV charging station is the so-called 
EVSE (Electric Vehicle Supply Equipment). Inside the EV 
there is a module responsible for the V2G communication. This 

 
This work is a part of the project NeMo - Hyper-Network for electro-Mobility 
that received funding from the European Union Horizon 2020 research & 
innovation program under grant agreement no 713794. Content reflects only the 
authors’ view and European Commission is not responsible for any use that 
may be made of the information it contains. 

module is referred to as Electric Vehicle Communication 
Controller (EVCC), while in the case of EVSE the literature 
uses the term Supply Equipment Communication Controller 
(SECC). The EV is capable of communicating with the 
charging point using its EVCC. The message exchange between 
the EV and the EVSE is standardized by ISO/IEC (International 
Organization for Standardization/ International 
Electrotechnical Commission) in the series of 15118 
(e.g. [2] – [7]). As the communication parts of this generic 
equipment are the EVCC and SECC, ISO 15118 describes the 
communication between these components. ISO 15118 is the 
enabler of vehicle-to-grid applications. 
The main challenge of any standardized technology is 
conformance and interoperability. Conformance testing checks 
a specific product (or maybe a part of a product) for compliance 
to requirements given in a base standard. A definition of 
interoperability testing is the "ability" of two or more systems 
(or components) to exchange and use information and execute 
successful procedures/sessions. The aim of interoperability 
testing is not restricted to demonstrating that products (from 
different manufacturers) can work together: it also shows that 
these products can work together using a specific protocol. 
Multi-vendor compatibility is crucial for the success of V2G 
technology. 
The contribution of this manuscript is given as follows: 
1. Introduce a prototype SECC implementation, which uses 

wireless (WLAN-based) communication to handle a V2G 
session with the EVCC. A wireless authentication solution 
(WAS) is presented that allows and handles the V2G 
communication and the identification of the EV via 
wireless links.  

2. Provide a validation and verification (V&V) tool to test the 
V2G conformance of the implemented prototype against 
the base standard given in [3].  

It is important to highlight the fact that V2G was originally 
planned to be used in a wired manner (i.e. using the charging 
cable with power line communication). However, wireless 
communication recently gained higher attention, even in the 
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standardization process [8], [9]. Wireless communication 
between EV and EVSE is based on WLAN (802.11n or Wi-Fi). 
Hereafter the term wireless link is used, noting that it actually 
denotes WLAN in the context of this manuscript. To be more 
precise, the ISO 15118 foresees the option of wireless 
authentication especially in the draft of its sixth part [7] (more 
details are given in Section II.B). The wireless interface allows 
the EV driver to start the V2G communication (and/or use 
optional value-added services) before parking. If the charge 
point is reserved, then the EV driver may be notified via 
wireless interface before parking. With wired communication 
this is only possible after parking and plugging the EV. 
The conformance testing framework is based on script language 
used for testing purposes, the so-called TTCN-3 (Testing and 
Test Control Notation version 3) [10]. V2G has massive 
literature background related to security issues and performance 
tests. However, the conformance testing of the V2G protocol 
itself is less discussed. On the other hand, this is also a relevant 
issue, which enables the spreading of V2G technology 
worldwide. 

A. Related Works 
The first significant V2G related test paper was presented by 
Project eNterop [11]. They had created a conformance testing 
setup that is for black box testing of connected Systems Under 
Test (SUT) [12]. They define conformance tests, which can be 
fully automated. Furthermore they applied TTCN-3 scripts and 
later this test setup was used in ISO 15118-4 [5]. Shin et al., 
in [13] provides a test system for EVSE in accordance with 
relevant standards, including ISO-15118-2,3 ([3], [4]) IEC-
61851, IEC 61850-90-8 and HPGP (HomePlug Green PHY – 
Power line communication). 
Compared to these related works, our conformance testing 
framework differs in two aspects. First, our conformance 
testing framework is using Ericsson’s Titan TTCN-3 
complier [14], which is now open source. Therefore, there is no 
need to buy expensive software to compile TTCN-3 scripts. 
Secondly, in this manuscript the focus is on the wireless 
(WLAN based) communication between the tested system and 

the conformance test tool. This is a completely new paradigm, 
therefore the standardization process has just began [6], [7]. 
The manuscript is organized as follows. Section II gives a brief 
introduction to the series of ISO 15118. Section III introduces 
the proposed WAS, meanwhile Section IV presents the 
conformance testing framework. Finally, Section V gives 
concluding remarks and concludes the paper. 

II. STANDARDS OF ISO 15118 
The series of ISO 15118 standard currently contains nine parts. 
Each part is responsible for a small piece of the field of V2G. 
In this section, a brief overview of this standard family is given. 
ISO 15118-1 has the title „General information and use-case 
definition”. This document collects the use cases and overall 
goals of the standard itself [2]. 
The second part [3] is the most important from all for us, since 
it defines the technical specifications of all application layer 
messages and their respective parameters exchanged between 
the EV and the EVSE.  
The (wired) physical and data link layer requirements are given 
in ISO-15118-3 [4]. Power line communication as defined in 
the HomePlug Green PHY specification is applied to encode 
digital signals onto the Control Pilot (CP) pin, which is part of 
the charging cable. These layers establish the Higher-Level 
Communication (HLC) outlined in ISO 15118-2. This third part 
also concerns the interaction with another standard called IEC 
61851. This specifies analogue signals that encode the available 
amperage at a charging station. ISO 15118 builds upon this 
analogue and mainly safety-related IEC standard and enhances 
the charging process with digital higher-level communication.  
Part 4 [5] is also important from the perspective of this 
manuscript. This part contains the conformance tests (TTCN-3 
scripts) for the requirements specified in ISO 15118-2. Note 
that part 4 also contains lower layer test cases related to the 
wired link that are not considered in the present prototype 
system. 
Part 5 is currently under preparation. When it is finalized, it will 
contain the conformance tests for the physical interface and its 
requirements defined in ISO 15118-3 [4].  

Fig. 1: Relationship between ISO 15118 parts 
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module is referred to as Electric Vehicle Communication 
Controller (EVCC), while in the case of EVSE the literature 
uses the term Supply Equipment Communication Controller 
(SECC). The EV is capable of communicating with the 
charging point using its EVCC. The message exchange between 
the EV and the EVSE is standardized by ISO/IEC (International 
Organization for Standardization/ International 
Electrotechnical Commission) in the series of 15118 
(e.g. [2] – [7]). As the communication parts of this generic 
equipment are the EVCC and SECC, ISO 15118 describes the 
communication between these components. ISO 15118 is the 
enabler of vehicle-to-grid applications. 
The main challenge of any standardized technology is 
conformance and interoperability. Conformance testing checks 
a specific product (or maybe a part of a product) for compliance 
to requirements given in a base standard. A definition of 
interoperability testing is the "ability" of two or more systems 
(or components) to exchange and use information and execute 
successful procedures/sessions. The aim of interoperability 
testing is not restricted to demonstrating that products (from 
different manufacturers) can work together: it also shows that 
these products can work together using a specific protocol. 
Multi-vendor compatibility is crucial for the success of V2G 
technology. 
The contribution of this manuscript is given as follows: 
1. Introduce a prototype SECC implementation, which uses 

wireless (WLAN-based) communication to handle a V2G 
session with the EVCC. A wireless authentication solution 
(WAS) is presented that allows and handles the V2G 
communication and the identification of the EV via 
wireless links.  

2. Provide a validation and verification (V&V) tool to test the 
V2G conformance of the implemented prototype against 
the base standard given in [3].  

It is important to highlight the fact that V2G was originally 
planned to be used in a wired manner (i.e. using the charging 
cable with power line communication). However, wireless 
communication recently gained higher attention, even in the 
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standardization process [8], [9]. Wireless communication 
between EV and EVSE is based on WLAN (802.11n or Wi-Fi). 
Hereafter the term wireless link is used, noting that it actually 
denotes WLAN in the context of this manuscript. To be more 
precise, the ISO 15118 foresees the option of wireless 
authentication especially in the draft of its sixth part [7] (more 
details are given in Section II.B). The wireless interface allows 
the EV driver to start the V2G communication (and/or use 
optional value-added services) before parking. If the charge 
point is reserved, then the EV driver may be notified via 
wireless interface before parking. With wired communication 
this is only possible after parking and plugging the EV. 
The conformance testing framework is based on script language 
used for testing purposes, the so-called TTCN-3 (Testing and 
Test Control Notation version 3) [10]. V2G has massive 
literature background related to security issues and performance 
tests. However, the conformance testing of the V2G protocol 
itself is less discussed. On the other hand, this is also a relevant 
issue, which enables the spreading of V2G technology 
worldwide. 

A. Related Works 
The first significant V2G related test paper was presented by 
Project eNterop [11]. They had created a conformance testing 
setup that is for black box testing of connected Systems Under 
Test (SUT) [12]. They define conformance tests, which can be 
fully automated. Furthermore they applied TTCN-3 scripts and 
later this test setup was used in ISO 15118-4 [5]. Shin et al., 
in [13] provides a test system for EVSE in accordance with 
relevant standards, including ISO-15118-2,3 ([3], [4]) IEC-
61851, IEC 61850-90-8 and HPGP (HomePlug Green PHY – 
Power line communication). 
Compared to these related works, our conformance testing 
framework differs in two aspects. First, our conformance 
testing framework is using Ericsson’s Titan TTCN-3 
complier [14], which is now open source. Therefore, there is no 
need to buy expensive software to compile TTCN-3 scripts. 
Secondly, in this manuscript the focus is on the wireless 
(WLAN based) communication between the tested system and 

the conformance test tool. This is a completely new paradigm, 
therefore the standardization process has just began [6], [7]. 
The manuscript is organized as follows. Section II gives a brief 
introduction to the series of ISO 15118. Section III introduces 
the proposed WAS, meanwhile Section IV presents the 
conformance testing framework. Finally, Section V gives 
concluding remarks and concludes the paper. 

II. STANDARDS OF ISO 15118 
The series of ISO 15118 standard currently contains nine parts. 
Each part is responsible for a small piece of the field of V2G. 
In this section, a brief overview of this standard family is given. 
ISO 15118-1 has the title „General information and use-case 
definition”. This document collects the use cases and overall 
goals of the standard itself [2]. 
The second part [3] is the most important from all for us, since 
it defines the technical specifications of all application layer 
messages and their respective parameters exchanged between 
the EV and the EVSE.  
The (wired) physical and data link layer requirements are given 
in ISO-15118-3 [4]. Power line communication as defined in 
the HomePlug Green PHY specification is applied to encode 
digital signals onto the Control Pilot (CP) pin, which is part of 
the charging cable. These layers establish the Higher-Level 
Communication (HLC) outlined in ISO 15118-2. This third part 
also concerns the interaction with another standard called IEC 
61851. This specifies analogue signals that encode the available 
amperage at a charging station. ISO 15118 builds upon this 
analogue and mainly safety-related IEC standard and enhances 
the charging process with digital higher-level communication.  
Part 4 [5] is also important from the perspective of this 
manuscript. This part contains the conformance tests (TTCN-3 
scripts) for the requirements specified in ISO 15118-2. Note 
that part 4 also contains lower layer test cases related to the 
wired link that are not considered in the present prototype 
system. 
Part 5 is currently under preparation. When it is finalized, it will 
contain the conformance tests for the physical interface and its 
requirements defined in ISO 15118-3 [4].  
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ISO 15118-6 [7] collects the general information and use-case 
definition for wireless communication, similarly to ISO 15118-
1. It is foreseen that Part 1 and 6 will be merged into one 
document in the near future and both wired and wireless 
communication use cases will be available in the next version 
of ISO 15118-1. 
The network and application protocol requirements for wireless 
communication will be presented in Part 7, however this 
document does not yet exist. It is also foreseen that Part 2 and 7 
will be merged into one document.  
Part 8 [6] is similar to Part 3, the big difference between them 
is that it contains the physical layer and data link layer 
requirements for wireless communication. The first version of 
15118-8 was published in the first quarter of 2018. 
Finally, Part 9 shall contain the conformance tests for wireless 
charging. On the other hand, Part 9 is under development, 
therefore, there is no document available yet.  
An overview of ISO 15118 and the relationship between the 
parts are illustrated in Fig. 1. 
 

A. V2G protocol stack (PLC) 
The protocol stack of the V2G is presented in this subsection. 
The whole protocol stack is lavishly detailed in ISO-15118-
2 [3], therefore we just give a brief presentation in this 
subsection. After the plug of the EVSE is connected to the EV 
an IPv6 address is assigned to the EV (the physical- and MAC 
layer link is established). The IPv6 address is assigned to the 
EV by DHCPv6 (Dynamic Host Configuration Protocol) and 
Stateless auto-configuration (SLAAC). Note that SLAAC is 
mandatory, but DHCPv6 is optional according to the standard. 
Subsequently, the EV shall send a SECC Discovery Request 
message as UDP multicast over IPv6. The SECC receives and 
replies to the request with a response message containing the 
link-local IPv6 address of the EVSE. This message exchange is 
the so-called SECC Discovery Protocol (SDP). Afterwards the 
HLC can start. HLC is the bidirectional digital communication 
that uses the protocol and messages specified in ISO 15118-2 
and ISO 15118-3 (or 15118-7). HLC includes the Protocol 
Handshake using the Vehicle to Grid Transfer Protocol 
(V2GTP), over the Efficient XML Interchange (EXI) format, 
and the V2G messages (e.g. Session Setup Request message). 
HLC allows, among other things, to negotiate the charging 
parameters and to authenticate and authorize the EV and the 
user, utilizing more secure cryptographic certificates in the plug 
and charge case. 
The EV-EVSE can send or receive V2G application layer 
messages. On top, the possible message set is selected based on 
the usage. There are common V2G application layer messages 
and there are some sets related to the charging type (e.g. AC, 
DC or inductive charging, etc.). The V2G messages are 
described in the format of XML (Extensible Markup 
Language). A plain XML message contains significant 
overhead and unnecessary information (unnecessary regarding 
the EVCC or SECC part). Therefore, to reduce the size of the 
XML message it is encoded into EXI format. The resulting data 
is encapsulated into the V2GTP, which is encrypted using the 
TLS protocol, and transmitted using the general TCP/IP 
 

 
Fig. 2: Wireless communication between SECC and EV(s) as 

described in ISO 15118-6 [7] 

 
Fig. 3: Association and Pairing sequence 

protocol suite to the EV or EVSE. The standard defines a couple 
of possible data links and physical layers as well [3], [6].  

B. Wireless V2G 
Unlike the PLC case, which may apply only to conductive 
charging, the wireless communication allows the support of 
more use cases such as the static inductive charging or the 
dynamic Wireless Power Transfer (WPT). The wireless parts of 
the ISO 15118 (parts 6, 7 and 8) base their considerations on 
three entities already defined in the ISO 15118-1. These are the 
following: EVSE, EVCC and SECC. 
Unlike in the wired case (plug and charge), where the 
communication is rather point-to-point, the wireless 
communication is point to multipoint, which creates several 
challenges for the communication integrity, confidentiality and 
authenticity [15]. Thus, the ISO 15118 foresees an additional 
pairing mechanism to make sure that the EV, which is 
(wirelessly) communicating to the EVSE is in fact the exact one 
plugged at the Charge point or driving over the coil in case of 
WPT.  
The main difference between the wireless V2G and the PLC 
V2G is that in the PLC case, the communication starts when the 
car is plugged, and the communication partner (EVCC and 
SECC) are unambiguously identifiable. Furthermore, the SECC 
knows exactly at which EVSE the EV is plugged. Where as in 
the wireless V2G, this is not true, and the wireless V2G protocol 
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and the V2G messages (e.g. Session Setup Request message). 
HLC allows, among other things, to negotiate the charging 
parameters and to authenticate and authorize the EV and the 
user, utilizing more secure cryptographic certificates in the plug 
and charge case. 
The EV-EVSE can send or receive V2G application layer 
messages. On top, the possible message set is selected based on 
the usage. There are common V2G application layer messages 
and there are some sets related to the charging type (e.g. AC, 
DC or inductive charging, etc.). The V2G messages are 
described in the format of XML (Extensible Markup 
Language). A plain XML message contains significant 
overhead and unnecessary information (unnecessary regarding 
the EVCC or SECC part). Therefore, to reduce the size of the 
XML message it is encoded into EXI format. The resulting data 
is encapsulated into the V2GTP, which is encrypted using the 
TLS protocol, and transmitted using the general TCP/IP 
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protocol suite to the EV or EVSE. The standard defines a couple 
of possible data links and physical layers as well [3], [6].  

B. Wireless V2G 
Unlike the PLC case, which may apply only to conductive 
charging, the wireless communication allows the support of 
more use cases such as the static inductive charging or the 
dynamic Wireless Power Transfer (WPT). The wireless parts of 
the ISO 15118 (parts 6, 7 and 8) base their considerations on 
three entities already defined in the ISO 15118-1. These are the 
following: EVSE, EVCC and SECC. 
Unlike in the wired case (plug and charge), where the 
communication is rather point-to-point, the wireless 
communication is point to multipoint, which creates several 
challenges for the communication integrity, confidentiality and 
authenticity [15]. Thus, the ISO 15118 foresees an additional 
pairing mechanism to make sure that the EV, which is 
(wirelessly) communicating to the EVSE is in fact the exact one 
plugged at the Charge point or driving over the coil in case of 
WPT.  
The main difference between the wireless V2G and the PLC 
V2G is that in the PLC case, the communication starts when the 
car is plugged, and the communication partner (EVCC and 
SECC) are unambiguously identifiable. Furthermore, the SECC 
knows exactly at which EVSE the EV is plugged. Where as in 
the wireless V2G, this is not true, and the wireless V2G protocol 
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ISO 15118-6 [7] collects the general information and use-case 
definition for wireless communication, similarly to ISO 15118-
1. It is foreseen that Part 1 and 6 will be merged into one 
document in the near future and both wired and wireless 
communication use cases will be available in the next version 
of ISO 15118-1. 
The network and application protocol requirements for wireless 
communication will be presented in Part 7, however this 
document does not yet exist. It is also foreseen that Part 2 and 7 
will be merged into one document.  
Part 8 [6] is similar to Part 3, the big difference between them 
is that it contains the physical layer and data link layer 
requirements for wireless communication. The first version of 
15118-8 was published in the first quarter of 2018. 
Finally, Part 9 shall contain the conformance tests for wireless 
charging. On the other hand, Part 9 is under development, 
therefore, there is no document available yet.  
An overview of ISO 15118 and the relationship between the 
parts are illustrated in Fig. 1. 
 

A. V2G protocol stack (PLC) 
The protocol stack of the V2G is presented in this subsection. 
The whole protocol stack is lavishly detailed in ISO-15118-
2 [3], therefore we just give a brief presentation in this 
subsection. After the plug of the EVSE is connected to the EV 
an IPv6 address is assigned to the EV (the physical- and MAC 
layer link is established). The IPv6 address is assigned to the 
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dynamic Wireless Power Transfer (WPT). The wireless parts of 
the ISO 15118 (parts 6, 7 and 8) base their considerations on 
three entities already defined in the ISO 15118-1. These are the 
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Unlike in the wired case (plug and charge), where the 
communication is rather point-to-point, the wireless 
communication is point to multipoint, which creates several 
challenges for the communication integrity, confidentiality and 
authenticity [15]. Thus, the ISO 15118 foresees an additional 
pairing mechanism to make sure that the EV, which is 
(wirelessly) communicating to the EVSE is in fact the exact one 
plugged at the Charge point or driving over the coil in case of 
WPT.  
The main difference between the wireless V2G and the PLC 
V2G is that in the PLC case, the communication starts when the 
car is plugged, and the communication partner (EVCC and 
SECC) are unambiguously identifiable. Furthermore, the SECC 
knows exactly at which EVSE the EV is plugged. Where as in 
the wireless V2G, this is not true, and the wireless V2G protocol 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 

Fig. 4: Implemented EVCC (left) and EVSE (right) 

Fig. 5: WAS and SECC SUT 
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ISO 15118-6 [7] collects the general information and use-case 
definition for wireless communication, similarly to ISO 15118-
1. It is foreseen that Part 1 and 6 will be merged into one 
document in the near future and both wired and wireless 
communication use cases will be available in the next version 
of ISO 15118-1. 
The network and application protocol requirements for wireless 
communication will be presented in Part 7, however this 
document does not yet exist. It is also foreseen that Part 2 and 7 
will be merged into one document.  
Part 8 [6] is similar to Part 3, the big difference between them 
is that it contains the physical layer and data link layer 
requirements for wireless communication. The first version of 
15118-8 was published in the first quarter of 2018. 
Finally, Part 9 shall contain the conformance tests for wireless 
charging. On the other hand, Part 9 is under development, 
therefore, there is no document available yet.  
An overview of ISO 15118 and the relationship between the 
parts are illustrated in Fig. 1. 
 

A. V2G protocol stack (PLC) 
The protocol stack of the V2G is presented in this subsection. 
The whole protocol stack is lavishly detailed in ISO-15118-
2 [3], therefore we just give a brief presentation in this 
subsection. After the plug of the EVSE is connected to the EV 
an IPv6 address is assigned to the EV (the physical- and MAC 
layer link is established). The IPv6 address is assigned to the 
EV by DHCPv6 (Dynamic Host Configuration Protocol) and 
Stateless auto-configuration (SLAAC). Note that SLAAC is 
mandatory, but DHCPv6 is optional according to the standard. 
Subsequently, the EV shall send a SECC Discovery Request 
message as UDP multicast over IPv6. The SECC receives and 
replies to the request with a response message containing the 
link-local IPv6 address of the EVSE. This message exchange is 
the so-called SECC Discovery Protocol (SDP). Afterwards the 
HLC can start. HLC is the bidirectional digital communication 
that uses the protocol and messages specified in ISO 15118-2 
and ISO 15118-3 (or 15118-7). HLC includes the Protocol 
Handshake using the Vehicle to Grid Transfer Protocol 
(V2GTP), over the Efficient XML Interchange (EXI) format, 
and the V2G messages (e.g. Session Setup Request message). 
HLC allows, among other things, to negotiate the charging 
parameters and to authenticate and authorize the EV and the 
user, utilizing more secure cryptographic certificates in the plug 
and charge case. 
The EV-EVSE can send or receive V2G application layer 
messages. On top, the possible message set is selected based on 
the usage. There are common V2G application layer messages 
and there are some sets related to the charging type (e.g. AC, 
DC or inductive charging, etc.). The V2G messages are 
described in the format of XML (Extensible Markup 
Language). A plain XML message contains significant 
overhead and unnecessary information (unnecessary regarding 
the EVCC or SECC part). Therefore, to reduce the size of the 
XML message it is encoded into EXI format. The resulting data 
is encapsulated into the V2GTP, which is encrypted using the 
TLS protocol, and transmitted using the general TCP/IP 
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protocol suite to the EV or EVSE. The standard defines a couple 
of possible data links and physical layers as well [3], [6].  

B. Wireless V2G 
Unlike the PLC case, which may apply only to conductive 
charging, the wireless communication allows the support of 
more use cases such as the static inductive charging or the 
dynamic Wireless Power Transfer (WPT). The wireless parts of 
the ISO 15118 (parts 6, 7 and 8) base their considerations on 
three entities already defined in the ISO 15118-1. These are the 
following: EVSE, EVCC and SECC. 
Unlike in the wired case (plug and charge), where the 
communication is rather point-to-point, the wireless 
communication is point to multipoint, which creates several 
challenges for the communication integrity, confidentiality and 
authenticity [15]. Thus, the ISO 15118 foresees an additional 
pairing mechanism to make sure that the EV, which is 
(wirelessly) communicating to the EVSE is in fact the exact one 
plugged at the Charge point or driving over the coil in case of 
WPT.  
The main difference between the wireless V2G and the PLC 
V2G is that in the PLC case, the communication starts when the 
car is plugged, and the communication partner (EVCC and 
SECC) are unambiguously identifiable. Furthermore, the SECC 
knows exactly at which EVSE the EV is plugged. Where as in 
the wireless V2G, this is not true, and the wireless V2G protocol 
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document in the near future and both wired and wireless 
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protocol suite to the EV or EVSE. The standard defines a couple 
of possible data links and physical layers as well [3], [6].  

B. Wireless V2G 
Unlike the PLC case, which may apply only to conductive 
charging, the wireless communication allows the support of 
more use cases such as the static inductive charging or the 
dynamic Wireless Power Transfer (WPT). The wireless parts of 
the ISO 15118 (parts 6, 7 and 8) base their considerations on 
three entities already defined in the ISO 15118-1. These are the 
following: EVSE, EVCC and SECC. 
Unlike in the wired case (plug and charge), where the 
communication is rather point-to-point, the wireless 
communication is point to multipoint, which creates several 
challenges for the communication integrity, confidentiality and 
authenticity [15]. Thus, the ISO 15118 foresees an additional 
pairing mechanism to make sure that the EV, which is 
(wirelessly) communicating to the EVSE is in fact the exact one 
plugged at the Charge point or driving over the coil in case of 
WPT.  
The main difference between the wireless V2G and the PLC 
V2G is that in the PLC case, the communication starts when the 
car is plugged, and the communication partner (EVCC and 
SECC) are unambiguously identifiable. Furthermore, the SECC 
knows exactly at which EVSE the EV is plugged. Where as in 
the wireless V2G, this is not true, and the wireless V2G protocol 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 

Fig. 4: Implemented EVCC (left) and EVSE (right) 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 

Fig. 4: Implemented EVCC (left) and EVSE (right) 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 

Fig. 4: Implemented EVCC (left) and EVSE (right) 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 

Fig. 4: Implemented EVCC (left) and EVSE (right) 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 

Fig. 4: Implemented EVCC (left) and EVSE (right) 
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needs to define the necessary means to ensure unambiguity, 
confidentiality, mutual integrity and authenticity.  
The wireless communication between the EV and the EVSE is 
depicted in Fig. 2 and in Fig. 3. Each EVSE can be connected 
to one SECC only and the EVCC is able to communicate with 
the SECC over the wireless link. Furthermore, the association 
is defined as the process of establishment of wireless 
communication between SECC and EVCC. The Discovery is 
the phase in which EV obtains a list of available SECCs in its 
wireless communication range. This is handled by the SDP, 
similarly to wire environment. On the other hand, pairing is the 
process by which a vehicle is correlated with the unique EVSE 
at which it is located and from which the power will be 
transferred either through a cable or through wireless 
technology.  
Pairing is done after the SDP and association phases. EVCC 
asks SECC the authorization to start a Pairing sequence. After 
a positive answer from SECC Pairing starts. EV starts the 
sequence of B-State, C-State, B-State toggle (referring to the 
different vehicle states from IEC 61851). The EVSE that 
detects the sequence of toggles informs SECC of the pairing 
toggles detection. SECC informs EVCC of the correct toggles 
reception. Depending on whether the location detected is 
convenient or not, SECC may decide to ask EVCC to change 
location. The implementation details are described in [16]. 
Once SECC Discovery, Association, and Pairing are done, the 
V2G application layer communication (i.e. HLC) can start. 
Note that this approach does not depend on the high precision 
localization (e.g. GPS) to determine the proximity of the EV to 
a certain EVSE. The following Section describes the 
prototypical implementation of our wireless authentication 
solution. 

III. PROPOSED WIRELESS AUTHENTICATION SOLUTION (WAS) 
This prototype implements the wireless communication for the 
conductive charging case, yet most of the components are 
applicable to inductive charging. This is especially true for the 
EVCC – SECC communication (SDP and Association), and the 
high level communication (V2G application layer message 
exchange). Merely the EVSE and the EV parts have to be 
adapted to implement the correspondent standards for wireless 
power transfer, which affects the pairing (and fine positioning) 
part of the implementation. Our implementation consists of 
three entities: EVCC, SECC and EVSE. Each of these entities 
is composed in its turn of different components that provide 
different functionalities. These components can interact 

through interfaces. The functionalities of the prototype 
implementation of the ISO 15118 based wireless authentication 
cover all the layers of the ISO/OSI stack. It is important to 
highlight the fact that this implementation does not focus on the 
charge process (energy flow) itself, only on the communication 
(V2G) part. Therefore, there is no need to implement all the 
V2G message set (e.g. messages responsible for metering data 
exchange). 

A. EVCC 
The EVCC implementation refers to the conductive charging 
that uses the IEC 62196 Type-2 Connector Plug (illustrated in 
Fig. 4). The EVCC consists of the following components: EV-
Emulator and EV-Controller. 
The EV-Emulator is built up by off the shelf microcontroller 
(Atmel ATMEGA16p) and circuit elements for implementing 
the IEC 61851 functionalities necessary for the pairing, which 
is achieved by doing some toggling pattern on the wire, based 
on ISO 15118-3 [4]. Furthermore, the EV-Emulator 
implements a UART interface to the EV-Controller. Meanwhile 
the EV-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module (802.11n) for discovering the different SECCs 
in the neighbourhood and reading out their Vendor Specific 
Elements (VSE) on the ISO-Layer 2 containing their EVSEID 
according to ISO 15118-8 [6]. The EV-controller associates 
with a SECC using IPv6 Stateless auto-configuration and 
implements a SECC Discovery Protocol (SDP) Client to get the 
SECC settings and endpoint parameters over UDP-Multicast. 
Using these parameters, the EV-controller performs a TLS 
handshake with the SECC by verifying the Root-V2G 

Fig. 4: Implemented EVCC (left) and EVSE (right) 

Fig. 5: WAS and SECC SUT 
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certificate, then its state machines start the HLC-
Communication by implementing the client side of the 
ISO 15118-2 [3]. This is an EXI encoded communication, 
encapsulated in the Vehicle to Grid Transfer Protocol. When in 
pairing state, the EV-Controller sends the toggles through the 
EV-Emulator over the UART interface. 

B. EVSE 
The EVSE consists of the following components: EVSE-
Emulator and Charge Point Manager (CPM).  
The EVSE-Emulator is an OpenEVSE hardware [17][15], 
connected to an IEC 62196 Socket (see Fig. 4). Its firmware 
allows us to control and access the lower level functionalities 
of the EVSE according to the IEC 61851, which makes it the 
counter part of the EV-Emulator for reading the toggling on the 
wire. It implements a UART interface to the Charge Point 
Manager. The Charge Point Manager (CPM) is a Raspberry Pi 3 
device connected with the EVSE-Emulator over USB, and 
implements the higher level messages of the pairing process. 
The CPM reads the toggles on the wire from the EVSE-
Emulator over the UART, and communicates them to the 
SECC, that in his turn tracks which EVSE has detected the 
respective EV. 

C. SECC 
With regard to wireless V2G communication, the SECC sub 
component is the most important part of our implementation. 
The SECC consists of the following components: SECC-
Controller and Charging Session Manager (CSM). Again, 
SECC-Controller is a Raspberry Pi 3 device equipped with a 
WLAN module, which operates in the Access Point (AP) Mode 
and spans an Automatic Wireless Charging (AWC) network, 
and includes its EVSEID in its VSE. It listens on the Multicast 

group and implements the SDP Server. It also implements the 
Server side of the HLC Communication. In coordination with 
the Charging Session Manager (CSM) denotes the central 
logical component of the SECC where the other components 
are linked together. It tracks the different charging sessions of 
the different EVs and their respective EVSE, including their 
state. It interfaces with the SECC-Controller for the EV 
communication and with the EVSE-Controller for the charge 
point information retrieval and control. 

IV. TESTING WIRELESS AUTHENTICATION SOLUTION  
WITH TTCN-3 

In this section, a V&V testing framework is introduced for V2G 
communication. As mentioned in Section II regardless of the 
physical layer, the network and application requirements are 
common for any ISO 15118-based implementation. This is why 
the focus of the testing framework developed here is mainly 
based on the standard ISO 15118-2 (more precisely 
ISO/IEC 15118-2-ED2) and its respective conformance tests 
specified in the ISO/IEC 15118-4 [5]. This conformance testing 
framework is applied on the SECC part of the WAS presented 
in Section III.  

A. Test bed 
Conformance tests specify the testing of capabilities and 
behaviours of a System Under Test (SUT), as well as check 
what is observed against the conformance requirements 
specified in ISO/IEC 15118‐2 [3] and against what the supplier 
states the SUT implementation's capabilities are. In this case, 
SUT is a software that implements SECC (highlighted with red 
box in Fig. 5). From the protocol point of view, the client-server 
model is used, where the EVCC takes the role of the client of 
the protocol, initiating the communications, and the SECC 

Fig. 6: The architecture of the Validation and Verification (V&V) test tool including the SUT 
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certificate, then its state machines start the HLC-
Communication by implementing the client side of the 
ISO 15118-2 [3]. This is an EXI encoded communication, 
encapsulated in the Vehicle to Grid Transfer Protocol. When in 
pairing state, the EV-Controller sends the toggles through the 
EV-Emulator over the UART interface. 

B. EVSE 
The EVSE consists of the following components: EVSE-
Emulator and Charge Point Manager (CPM).  
The EVSE-Emulator is an OpenEVSE hardware [17][15], 
connected to an IEC 62196 Socket (see Fig. 4). Its firmware 
allows us to control and access the lower level functionalities 
of the EVSE according to the IEC 61851, which makes it the 
counter part of the EV-Emulator for reading the toggling on the 
wire. It implements a UART interface to the Charge Point 
Manager. The Charge Point Manager (CPM) is a Raspberry Pi 3 
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takes the role of the server. The EVSE-SECC interface is out of 
the scope of the standardization and is handled in the WAS by 
the SECC-Session-Manager. The SECC SUT has a dummy 
SECC-Session-Manager, which does not rely on an actual 
EVSE. This allows us to focus on the relevant part for 
conformance tests, without relying on an EVSE and an EV to 
run the tests while validating and verifying major parts and 
aspects of the implementation. The conformance test cases are 
described leveraging this test architecture and are specified in 
TTCN‐3 Core Language for ISO/OSI Network Layer (Layer 3) 
and above. Note that underlying protocols, such as UDP, 
TCP/TLS, etc., are not tested directly during the conformance 
tests; however, the test framework relies on them. 
Nowadays TTCN-3 [10] is widely used as a testing language 
for standards in telecommunications, and it is even used in ITS. 
TTCN-3 is mostly applied for protocol testing but other test 
areas (software, system, etc.) and verification objectives 
(interoperability, robustness, etc.) are starting to use it. In this 
paper, TTCN-3 is used for the test cases implementation of 
protocols of ISO/IEC 15118-2-ED2. 

B. Test System Implementation 
The presented V&V test tool consists of several applications, 
configuration files, test scripts and run-time environment that 
run on an embedded computer. Test scenarios and cases are 
described in TTCN-3 language that is compiled into a binary 
program, the so-called ETS (executable test suite). 
The TTCN-3 scripts are obtained from ISO/IEC 15118-
4:2018 [5]. However, some parts are modified since these test 
scripts are written for wired case, not for wireless (e.g. absence 
of PLC) and ISO/IEC 15118-9 currently does not exist. These 
scripts are written in a specific script language (TTCN-3). The 
V&V test tool contains two main components. These are given 
as follows: TTCN-3 complier/executor and Test ports (TPs). 
These components and their subcomponents are depicted in 
Fig. 6. The used TTCN-3 compiler and executor is the open 
source Titan TTCN-3 compiler developed by Ericsson [14]. 
Titan is a TTCN-3 compilation and execution environment with 
an Eclipse-based IDE. The Test executor requires a 
configuration file (cfg). This file contains the input parameters 
(e.g. the group of test cases that should be executed, use TLS or 
not etc.). The Titan compiler builds an executable (binary) test 
suite (ETS) from the TTCN-3 scripts, the test port code and the 
Titan runtime library. Note that it is not mandatory for ETS to 
be executable. Titan allows very flexible runtime 
parameterization of the test cases (e.g. IP addresses, port 
numbers etc.). The values of runtime parameters need not to be 
defined at development time, however, default values can be 
specified, but they can be provided just before the test execution 
session. In this way, flexible execution scenarios can be created 
without re-building the ETS. 
The TTCN-3 code is generic, therefore the interfaces between 
the tester and the tested entity (i.e. SUT) are specified at the 
level of the exchanged abstract data messages and signals. 
Setting up and maintaining the transport connections and 
sending/receiving "real" messages and signals are the tasks of 
interface adaptors. Adaptors are called test ports (TPs) and are 
plugins written in C/C++ (as illustrated in Fig. 6).  
Note that ETS can run on a traditional PC or on a 
mini/embedded PC, only a Linux environment is required, with 

the package of OpenSSL (in case of TLS). The computational 
capacity is usually not a bottleneck for such TTCN-3 based 
black box testing. 
After executing the ETS (with the proper configuration file) the 
results of test cases are visible for the user by parsing the log 
file manually or via a graphical interface. The ETS is 
responsible for assembling the test packets, which are then 
injected into the network, and transmitted to the SUT that is the 
SECC in this case. Based on the response from the SUT or even 
on the existence of the response taking into account time 
restrictions as well, verdict is made and presented to the test 
engineer via a suitable, graphical user interface. 
The test ports should take care of the following. In the case of 
SDP, it shall insert a V2GTP header to the SDP message; 
remove and process the V2GTP header from received message 
and send/receive UDP multicast message to/from SUT over 
IPv6.  
In the case of V2G application layer message exchange the test 
port shall insert a V2GTP header to the V2G message; remove 
and process the V2GTP header from received message; 
encode/decode message with EXI, encrypt/decrypt V2G 
message (if TLS is enabled) and send/receive TCP message 
to/from SUT over IPv6. 

C. Test Configuration 
The main parameters of the test configuration – used by the test 
cases – are summarized in Table I. 

D. Test Cases and Validation 
Black box testing is used in this manuscript to test the SECC 
implementation in the WAS. This method of testing examines 
the behaviour of a SUT without considering the internal 
implementation and structure of the SUT, thus relying on the 
SUT's open interface for testing. The test tool acts as an EVCC 
and sends SDP/V2G requests to SECC. The SECC shall 
respond to them in time. 
 

TABLE I 
A COLLECTION OF CONFIGURATION PARAMETERS USED BY TEST CASES 

Parameter Value Description 

LogFile NeMo-TUB-
BIT-%n.log 

The filename and path of the 
log file. 

LogSourceInfo yes The tool should log the 
source information also. 

PIXIT_SECC_ 
CMN_TLS 

false Use TLS in the V2G 
communication. 

PICS_CMN_CMN_ 
V2gtpSdp 

true Test the SUT with V2GTP-
SDP test case set. 

PICS_CMN_CMN_Sdp true Test the SUT with SDP test 
case set. 

PICS_CMN_CMN_ 
SupportedAppProtocol 

true Test the SUT with V2G 
SupportedAppProtocol test 
case set. 

PICS_CMN_CMN_ 
SessionSetup 

true Test the SUT with V2G 
SessionSetup test case set. 

pt_V2G_UDP_SDP_ 
Port.debugging 

yes The log should contain UDP 
test port debug messages. 

pt_V2G_UDP_SDP_ 
Port.multicastAddress 

"ff02::1" IPv6/UDP multicast address 
used by SDP request. 

pt_V2G_UDP_SDP_ 
Port.multicastPort 

15118 IPv6/UDP multicast port 
used by SDP request. 

pt_V2G_UDP_SDP_ 
Port.ifind 

“eth0” The index of the network 
interface. 
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used by SDP request. 
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“eth0” The index of the network 
interface. 
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takes the role of the server. The EVSE-SECC interface is out of 
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the SECC-Session-Manager. The SECC SUT has a dummy 
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program, the so-called ETS (executable test suite). 
The TTCN-3 scripts are obtained from ISO/IEC 15118-
4:2018 [5]. However, some parts are modified since these test 
scripts are written for wired case, not for wireless (e.g. absence 
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the package of OpenSSL (in case of TLS). The computational 
capacity is usually not a bottleneck for such TTCN-3 based 
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responsible for assembling the test packets, which are then 
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restrictions as well, verdict is made and presented to the test 
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The main parameters of the test configuration – used by the test 
cases – are summarized in Table I. 

D. Test Cases and Validation 
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the behaviour of a SUT without considering the internal 
implementation and structure of the SUT, thus relying on the 
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and sends SDP/V2G requests to SECC. The SECC shall 
respond to them in time. 
 

TABLE I 
A COLLECTION OF CONFIGURATION PARAMETERS USED BY TEST CASES 

Parameter Value Description 

LogFile NeMo-TUB-
BIT-%n.log 

The filename and path of the 
log file. 
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PIXIT_SECC_ 
CMN_TLS 

false Use TLS in the V2G 
communication. 

PICS_CMN_CMN_ 
V2gtpSdp 

true Test the SUT with V2GTP-
SDP test case set. 

PICS_CMN_CMN_Sdp true Test the SUT with SDP test 
case set. 

PICS_CMN_CMN_ 
SupportedAppProtocol 

true Test the SUT with V2G 
SupportedAppProtocol test 
case set. 

PICS_CMN_CMN_ 
SessionSetup 

true Test the SUT with V2G 
SessionSetup test case set. 

pt_V2G_UDP_SDP_ 
Port.debugging 

yes The log should contain UDP 
test port debug messages. 

pt_V2G_UDP_SDP_ 
Port.multicastAddress 

"ff02::1" IPv6/UDP multicast address 
used by SDP request. 

pt_V2G_UDP_SDP_ 
Port.multicastPort 

15118 IPv6/UDP multicast port 
used by SDP request. 

pt_V2G_UDP_SDP_ 
Port.ifind 

“eth0” The index of the network 
interface. 
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The SDP protocol uses UDP (on a fixed port 15118) for 
communication, meanwhile V2G uses TCP/TLS dynamic ports 
between the ranges of 49152 – 65535. 
Since the SECC implementation of WAS does not cover all the 
V2G message set given in [3], and due to page limitations only 
three test cases are shown here. 
In order to demonstrate the capabilities of the V&V test tool we 
choose three test cases, with each of them belonging to a 
dedicated protocol (i.e. V2GTP, SDP and V2G application 
layer message exchange). The objective of the test cases and the 
expected behaviour is collected in Table II. 
1) V2GTP – V2G Transfer protocol 
V2GTP is responsible for the encapsulation of an SDP 
Discovery Request or any V2G application layer message. The 
V2GTP message consists of two parts, the header and the 
payload. The payload contains the pure SDP or V2G message, 
meanwhile the V2GTP header contains information about the 
protocol version, the payload type and size. 
2) SDP – SECC Discovery protocol 
The SDP protocol is responsible for the SECC discovery and 
the negotiation of the transport protocol (i.e. to encrypt the 
transport layer messages). In this test the V&V tool sends the 
SDP request and the SUT shall respond with a valid and 
adequate SDP response. See Table II for further details. 
3) V2G – SupportedApplication message exchange 
The first V2G application layer message is entitled as 
“Supported Application Request”, which is also a negotiation 
message between the SECC and the EVCC in order to decide 
the V2G protocol version and other parameters. This message 
is an XML message encoded in EXI format. In this test the 
V&V tool sends the V2G “SupportedAppProtocolReq” request 
and the SUT shall respond with a valid and adequate response. 
See Table II for further details. 

E. Test evaluation and results 
The results of the tests are presented in this subsection. During 
the tests, requests were sent to the SUT and the corresponding 
responses were investigated. The time constraints of the V2G 
protocol is also taken into account by the test tool. The captured 
message structure of the given protocol (i.e. SDP, V2G) is 
illustrated by the Titan’s Eclipse IDE log viewer and with 
Wireshark packet sniffer. From Fig. 7, one can see the V2GTP 

header. The most important part of the header is the field of 
protocol type with the value of ‘9000’H. This value denotes that 
the payload contains a SECC Discovery request message. Note 
that the payload size is two bytes.  
This message is sent as an UDP multicast message to the IPv6 
address of “ff02::1” on the port of 15118 by the V&V test tool 
(as depicted in Fig. 7). The SUT will receive the UDP multicast 
message and answer it with a dedicated (i.e. non-multicast) 
message.  
Note that the payload part shall contain the applied transfer 
protocol ID and the security layer ID related to SDP. In this 
case, a simple TCP connection was used without encryption 
 

 
Fig. 7: Sent SECC Discovery Request message 

 
Fig. 8: Structure of the SECC Discovery Request message 

TABLE II 
DEMONSTRATION OF THE TEST CASES 

Test Case identifier Test objective Expected behavior of SUT 

TC_SECC_V2GTPSDP_001 The V&V test tool sends a “SECCDiscoveryReq” 
message with the V2GTP header information 
“protocolVersion” equals '0x01'H, 'invProtocolVersion' 
equals 'FE'H and 'payloadType' equals '0x8001'H. 
(V2GTP Header is matched for V2G message content). 
 

Test System then checks that the SUT sends a 
“SECCDiscoveryRes” message with the V2GTP header, 
information 'protocolVersion' equals '0x01'H, 
'invProtocolVersion' equals 'FE'H and 'payloadType' 
equals to '0x8001'H. 

TC_SECC_SDP_001 The V&V test tool sends a “SECCDiscoveryReq” 
message with 'Security' equals '0x10'H and 
'TransportProtocol' equals to '0x00'H. 

V&V test tool then checks that the SUT sends an 
“SECCDiscoveryRes” message with 'Security' equals 
'0x10'H, 'TransportProtocol' equals '0x00'H and a valid port 
and IP address. 

TC_SECC_V2G _001 The V&V test tool sends a “SupportedAppProtocolReq” 
message with a list of valid AppProtocols including ISO 
namespace and all additional mandatory parameters. 

The V&V test tool then checks that the SUT sends a 
“SupportedAppProtocolRes” message with response code 
'OK_SuccessfulNegotiation' or 
'OK_SuccessfulNegotiationWithMinorDeviation' and all 
additional mandatory parameters. 
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(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

8 

(i.e. without TLS layer). Nevertheless, the V&V test tool is 
capable to establish TLS connection with the SUT as well. 
However, it is not presented here, instead the plain content is 
provided in the captured package.  
 

 
Fig. 9: Structure of the SECC Discovery Response message 

 
Fig. 10: Received SECC Discovery response message 

The desired SDP response (from the SUT) is illustrated in Fig. 8 
and in Fig. 9, respectively. The interesting part of the message 
is related to the V2GTP protocol. In the header, the payload 
type is ‘9001’H, which denotes that the payload is a SDP 
response message (corresponding with the standard [3]). The 
payload size is 28 bytes, since the SDP response (V2GTP 
payload part) contains the link-local address of the SUT and the 
dynamic port, where the next (V2G application layer) message 
shall be sent. Furthermore, it contains the same values of the 
field security and transport protocol that was sent in the SDP 
request. According to Fig. 9, the SDP process completed 
successfully, thus the V2G application layer message exchange 
begins. The V&V test tool first sends an EXI encoded message 
to the SUT containing the parameters depicted on Fig. 11. 
Afterwards it starts the timer and waits for the SUT’s response. 
This request message contains protocol namespace and the 
versions supported by the EVCC (in our case the test tool). The 
SECC (the SUT in this case) should respond that the proposed 

 
Fig. 11: V2G Supported Application Protocol request message 

 
Fig. 12: V2G Supported Application Protocol response message 

protocol version is supported by the SECC or not. If it is 
supported, then the SUT shall send an adequate response, 
containing a response code. Otherwise, the SUT ends a failed 
response code, to inform the EVCC that the proposed version is 
not supported. 
This message pair is illustrated in Fig. 11 and Fig. 12, 
respectively. From the incoming response, the V&V test tool 
first checks the V2GTP header. In this case, the payload type 
should be ‘8001’H. Thereafter, from the payload the V&V test 
tool is able to decode the EXI stream and collect all the 
necessary information. In this example, the protocol version 
offered by the EVCC (test tool) is supported by the SUT, thus 
the negotiation is successful and the response code is 
'OK_SuccessfulNegotiationWithMinorDeviation'. 
The results of three test cases are collected in Table III. All the 
three test cases are evaluated through wireless link and all of 
them ended with the verdict “Pass”.  

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

9 

TABLE III 
TEST RESULTS 

Test Case identifier Verdict Comments 

TC_SECC_V2GTPSDP_001 Pass V2GTP Header message was 
correct. (SDP Response 
Message). 

TC_SECC_SDP_001 Pass SDP Response message was 
correct. 

TC_SECC_V2G _001 Pass SupportedAppProtocolRes 
message was correct 

V. CONCLUSION 
In this paper a wireless authentication solution prototype has 
been presented, which allows electric vehicle owners to identify 
themselves nearby the charging station, but before connecting 
the plug to the EVs. Furthermore, we built a conformance test 
system for the SECC in accordance with the ISO/IEC 15118 
standards. The conformance tests are evaluated with a TTCN-3 
framework. The main advantage of the proposed V&V test tool 
is that it is configurable and extendable, therefore subsets of 
V2G message exchanges can be also executed, or new TTCN-
3 test cases can be added next to the conventional ones. 
In the manuscript, three test cases were introduced from the 
developed set for illustration purpose. From the designated 
tests, it is approved that SDP and V2G communication is 
possible via wireless links. 
The possible future works include the followings. The Test tool 
covers the V2G messages given in the current version of 
ISO 15118-2. In the next version of this standard (expected at 
the end of 2019 or mid 2020) will have more V2G messages, 
which are related to bidirectional- and wireless charging. One 
possible extension of the test tool is to support those new 
message pairs. The current version of the V&V tool uses an 
Eclipse plugin. In the future, it is desired to have a dedicated 
graphical user interface (GUI). Another possible extension is to 
support other charging related protocols, next to V2G, like 
OCPP (Open Charge Point Protocol). 
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themselves nearby the charging station, but before connecting 
the plug to the EVs. Furthermore, we built a conformance test 
system for the SECC in accordance with the ISO/IEC 15118 
standards. The conformance tests are evaluated with a TTCN-3 
framework. The main advantage of the proposed V&V test tool 
is that it is configurable and extendable, therefore subsets of 
V2G message exchanges can be also executed, or new TTCN-
3 test cases can be added next to the conventional ones. 
In the manuscript, three test cases were introduced from the 
developed set for illustration purpose. From the designated 
tests, it is approved that SDP and V2G communication is 
possible via wireless links. 
The possible future works include the followings. The Test tool 
covers the V2G messages given in the current version of 
ISO 15118-2. In the next version of this standard (expected at 
the end of 2019 or mid 2020) will have more V2G messages, 
which are related to bidirectional- and wireless charging. One 
possible extension of the test tool is to support those new 
message pairs. The current version of the V&V tool uses an 
Eclipse plugin. In the future, it is desired to have a dedicated 
graphical user interface (GUI). Another possible extension is to 
support other charging related protocols, next to V2G, like 
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Abstract—Two types of MAC mechanisms i.e., random access 
and reservation could be adopted for OFDMA-based wireless 
LANs. Reservation-based MAC is more appropriate than random 
access MAC for connection-oriented applications as connection-
oriented applications provide strict requirements of traffic 
demands. On the other hand, random access mechanism is a 
preferred choice for bursty traffic i.e., data packets which have no 
fixed pattern and rate. As OFDMA-based wireless networks 
promise to support heterogeneous applications, researchers 
assume that applications with and without traffic specifications 
will coexist. Eventually, OFDMA-based wireless LAN will deploy 
hybrid MAC mechanisms inheriting traits from random access 
and reservation. In this article, we design a new MAC protocol 
which employs one kind of hybrid mechanism that will provide 
high throughput of data as well as maintains improved fair access 
policy to the medium among the terminals. The protocol works in 
two steps, where at step 1 sub-channels are approximately evenly 
distributed to the terminals and at step 2 terminals within in a sub-
channel will contend for medium randomly if the total number of 
terminals of the system is larger than the number of sub-channels. 
The details of the protocol is illustrated in the paper and we 
analyze the performance of our OFDMA-based multi-channel 
hybrid protocol using comprehensive computer simulations. 
Simulation results validate that our proposed protocol is more 
robust than the conventional CSMA/CA protocol in terms of 
throughput, collision reduction and fair access. In addition, the 
theoretical analysis of the saturation throughput of the protocol is 
also evaluated using an existing comprehensive model.  

Index Terms—Throughput, MAC, OFDMA, IEEE 802.11ax, 
CSMA/CA, Wi-Fi 6. 
 

I. INTRODUCTION 

The rapid growth of demand for high-speed WLAN has 
driven the exhaustive research to enhance the throughput by 
employing a variety of medium access control (MAC) 
mechanisms. The efficiency of MAC plays a major role to 
enhance the throughput of any wireless LAN system. One of 
the innovative and promising access procedures for MAC is 
orthogonal frequency division multiple access (OFDMA) 
which originally derived from orthogonal frequency division 
multiplexing (OFDM). An OFDMA system uses a group of 
non-overlapping sub-carriers to form a sub-channel that can be 
allocated to each  transmitting  station.  Thus, multiple stations 

Gazi Zahirul Islam is currently pursuing his PhD at Bangladesh University 
of Professionals, Dhaka-1216, Bangladesh. He is also teaching at Department 
of Computer Science and Engineering, Daffodil International University, 
Bangladesh (e-mail: zahircuet@gmail.com). 

Mohammod Abul Kashem is a Professor of Department of Computer 
Science and Engineering, Dhaka University of Engineering and Technology, 
Gazipur-1700, Bangladesh (email: drkashemll@duet.ac.bd) 

can send data concurrently without having collision [1]. 
Absorbing the advantages of OFDM, OFDMA-based MAC 
protocol can further enhance efficiency by increasing multiuser 
diversity. As such superiority of OFDMA technology, some 
wireless systems such as WiMAX leverages it from the very 
beginning. 

According to the functional requirements of IEEE 802.11ax, 
Wi-Fi should achieve at least 4 times improvement in the 
average throughput per station (terminal) as well as should 
support highly dense systems [14]. The physical data rate in 
Wireless LAN has been remarkably boosted due to more 
available bandwidth resources and the arrival of modern 
technologies such as MIMO [5]. However, the MAC layer of 
Wireless LANs has not changed significantly for the last 16 
years. Since their birth, Wireless LANs employed distributed 
coordination function (DCF) as the MAC layer protocol [19]. 
According to the DCF protocol, only one station can utilize the 
channel resource and send data at the same time [9]. DCF rules 
employed in IEEE 802.11 are suited to sparsely dense Wireless 
LAN environment, while in the highly dense system the MAC 
efficiency of DCF would be very poor due to the provision of 
single user accessibility [15]. To overcome the difficulties 
mentioned above, multiuser MAC is required instead of a single 
user [16]. Since Wireless LANs have already included OFDM 
as modulation technology, OFDMA technology is highly 
recommended for next generation Wireless LANs [17]. An 
OFDM adopted system enables a single terminal to utilize all 
the sub-channels at any given time while an OFDMA adopted 
system enables multiple terminals to use a different set of sub-
channels, thereby providing concurrent transmission of more 
than one terminal [2]. 

Two types of MAC mechanisms namely, random access and 
reservation can be employed for OFDMA-based wireless 
LANs. Reservation-based MAC is more appropriate than 
random access MAC for connection-oriented applications as 
connection-oriented applications provide clear specifications of 
traffic demands. Reservation-based MAC ensures graceful 
support for Quality of Service (QoS). However, it is not 
appropriate for applications that contain no traffic 
specifications. For example, in data networks like the Internet, 
an application is usually characterized by bursty traffic, i.e., 
data packets arrive in an arbitrary pattern and rate. So, it would 
be unwise to reserve a certain amount of resources (e.g., sub-
channels in OFDMA) for applications in a data network. Thus, 
random access mechanism is a preferred choice for bursty 
traffic. As OFDMA-based wireless networks promise to 
support heterogeneous applications, it is anticipated that 
applications with clear traffic specifications and those without 
traffic specifications will coexist [3]. To this end, both 

 

reservation-based and random-access MAC procedures are 
optimized for an OFDMA-based wireless LAN. In other words, 
the MAC protocol of an OFDMA-based wireless network will 
provide a hybrid MAC mechanism for both random access and 
reservation. 

In this paper, we propose an innovative MAC protocol which 
employs a hybrid mechanism that could provide high 
throughput of data as well as able to maintain improved fair 
access policy to the medium among the terminals. The protocol 
works in two steps, where at step 1 sub-channels are 
approximately evenly distributed to the terminals and at step 2 
terminals within in a sub-channel will contend for medium 
randomly if the total number of terminals of the system is larger 
than the number of sub-channels. The details of the protocol 
will be described in the ‘Protocol Illustration’ section i.e. 
Section IV. 

The rest of the article is organized as follows. At first, we 
discuss related works and motivation in Section II. Section III 
contains the system model and Section IV contains protocol 
illustration. Mathematical analysis of the saturation throughput 
of the protocol is evaluated in Section V using a comprehensive 
model. Simulation is conducted by renowned ‘NS-3 Simulator’ 
[10] and presented the result in Section VI. Finally, Section VII 
concludes the paper. 

II. RELATED WORKS AND MOTIVATION  
Recently, there has been rigorous research devoted to the 

combination of OFDMA with MAC. Xuelin et al. in [6] 
designed a multi-step slot reservation hybrid MAC protocol 
named ‘TR-MAC’ for ad hoc networks which incorporates the 
strengths of TDMA (Time Division Multiple Access) and DCF 
of IEEE 802.11. TR-MAC eliminates the slot assignment 
algorithm, reduces the control packets negotiation and avoids 
extra contentions. Thus, enhanced the throughput of MAC 
without incurring additional overhead. The researchers in [7] 
devised a model named ‘CCRM’ which innovates a new 
asynchronous MAC protocol with cooperative channel 
reservation. Compared with legacy channel reservation MAC 
protocols, where channel reservation information (CRI) cannot 
be obtained reliably due to either transmission errors or packet 
collisions, CCRM improves the reliability of channel 
reservation using cooperative channel reservation mechanism. 

Several random access protocols have been designed for 
OFDMA-based WLANs. The authors of [8] and [3] proposed a 
protocol using a two-dimensional backoff scheme to enable the 
terminals accessing the channel both in the time and frequency 
domains. The articles [20] and [21] divide stations into multiple 
groups and the stations in the same group share the same sub-
channel for channel access. Once the access point receives an 
RTS (request-to-send) frame from the sub-channels, it replies 
with a CTS (clear-to-send) frame to assign the channel 
resources. 

Choi et al. [8] put forward an innovative fast retrial slotted 
ALOHA-based scheme to reduce access delay, but the 
throughput of the protocol is very poor due to high collision 
probability. In article [2], the researchers designed a random 
access model based on the CSMA/CA technique that 
outperforms traditional ALOHA protocol. According to that 
model, a terminal employs only one backoff timer for all the 

sub-channels, and the timer could not reflect different traffic 
loads in different sub-channels. As a result, the channel 
utilization efficiency of the model in [2] is still not satisfactory. 
This constraint is then resolved by Wang in [3], where a 
terminal employs one backoff timer for each of the sub-channel. 
Therefore, the transmission status of one sub-channel does not 
affect the rest of the sub-channels. To overcome the half-duplex 
limitation of the wireless radio the authors of [3] proposed 
utilizing an additional radio to sense the medium on all other 
sub-channels while the original radio is busy in transmission on 
a certain sub-channel. Thus, the scheme improved transmission 
concurrency on multiple sub-channels. However, this sort of 
scheme having a dedicated sensing module is not applicable to 
the station with a single radio. Jia Xu et al. [4] introduce 
intermittent carrier sense technique that permits a single-radio 
OFDMA station to access multiple sub-channels 
simultaneously. However, the total throughput of the system 
and the max-min fairness is not yet satisfactory to meet the 
demand of IEEE 802.11ax network. 

Considering above ideas and facts, we design a new MAC 
protocol named ‘HTFA’ for high throughput and fair access. 
The main contribution of HTFA is as follow: 

• One of the major goals of IEEE 802.11ax (Wi-Fi 6) is to 
improve the total system throughput as well as per terminal 
throughput. HTFA provides higher throughput than several 
promising protocols which will be described in the 
‘Performance Evaluation and Simulation’ section. 

• HTFA leverages hybrid mechanisms to distribute channel 
access time more evenly among the terminals. Thus it ensures 
fair access policy and performs better than SRMC-CSMA/CA 
and CM-CSMA/CA introduced in [4] and [3] respectively. 

• The terminals in HTFA will not contend for sub-channel 
access if the number of terminals is smaller or equal to the 
number of sub-channels. Thus, the probability of frame 
collision is zero. Since there is no backoff slot, there is no idle 
slot as well. Hence, system throughput increases significantly. 

• We perform an extensive simulation with network 
simulator NS-3 [10] which is presented in Section VI. 
Simulation results confirm validation of our protocol in terms 
of throughput, collision reduction and fairness. 

III. SYSTEM MODEL 
We consider an OFDMA-employed WLAN where total 

bandwidth B is equally distributed to M sub-channels. Hence 
the bandwidth of a sub-channel would be 𝐵𝐵/𝑀𝑀. There are 𝑁𝑁 
stations and only one access point (AP) in our system. By 
choosing different sub-channels, more than one station can 
communicate with the AP at the same time without suffering 
from co-channel interference. In such a network collision would 
occur if and only if multiple stations send packets on the same 
sub-channel concurrently.  

The 802.11ax standard hires some technological 
developments from 4G cellular technology to support more 
stations in the same channel bandwidth leveraging OFDMA. 
802.11ax not only adopted OFDM digital modulation scheme 
but also allocates a group of non-overlapping subcarriers to 
individual stations. The standard partitions the existing 802.11 
channels  which  may be 20/40/80/160 MHz  wide into smaller  

An OFDMA-based Hybrid MAC Protocol for  
IEEE 802.11ax

Gazi Zahirul Islam and Mohammod Abul Kashem

 

An OFDMA-based Hybrid MAC Protocol for 
IEEE 802.11ax 

Gazi Zahirul Islam and Mohammod Abul Kashem 
 
 

Abstract—Two types of MAC mechanisms i.e., random access 
and reservation could be adopted for OFDMA-based wireless 
LANs. Reservation-based MAC is more appropriate than random 
access MAC for connection-oriented applications as connection-
oriented applications provide strict requirements of traffic 
demands. On the other hand, random access mechanism is a 
preferred choice for bursty traffic i.e., data packets which have no 
fixed pattern and rate. As OFDMA-based wireless networks 
promise to support heterogeneous applications, researchers 
assume that applications with and without traffic specifications 
will coexist. Eventually, OFDMA-based wireless LAN will deploy 
hybrid MAC mechanisms inheriting traits from random access 
and reservation. In this article, we design a new MAC protocol 
which employs one kind of hybrid mechanism that will provide 
high throughput of data as well as maintains improved fair access 
policy to the medium among the terminals. The protocol works in 
two steps, where at step 1 sub-channels are approximately evenly 
distributed to the terminals and at step 2 terminals within in a sub-
channel will contend for medium randomly if the total number of 
terminals of the system is larger than the number of sub-channels. 
The details of the protocol is illustrated in the paper and we 
analyze the performance of our OFDMA-based multi-channel 
hybrid protocol using comprehensive computer simulations. 
Simulation results validate that our proposed protocol is more 
robust than the conventional CSMA/CA protocol in terms of 
throughput, collision reduction and fair access. In addition, the 
theoretical analysis of the saturation throughput of the protocol is 
also evaluated using an existing comprehensive model.  
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I. INTRODUCTION 

The rapid growth of demand for high-speed WLAN has 
driven the exhaustive research to enhance the throughput by 
employing a variety of medium access control (MAC) 
mechanisms. The efficiency of MAC plays a major role to 
enhance the throughput of any wireless LAN system. One of 
the innovative and promising access procedures for MAC is 
orthogonal frequency division multiple access (OFDMA) 
which originally derived from orthogonal frequency division 
multiplexing (OFDM). An OFDMA system uses a group of 
non-overlapping sub-carriers to form a sub-channel that can be 
allocated to each  transmitting  station.  Thus, multiple stations 
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can send data concurrently without having collision [1]. 
Absorbing the advantages of OFDM, OFDMA-based MAC 
protocol can further enhance efficiency by increasing multiuser 
diversity. As such superiority of OFDMA technology, some 
wireless systems such as WiMAX leverages it from the very 
beginning. 

According to the functional requirements of IEEE 802.11ax, 
Wi-Fi should achieve at least 4 times improvement in the 
average throughput per station (terminal) as well as should 
support highly dense systems [14]. The physical data rate in 
Wireless LAN has been remarkably boosted due to more 
available bandwidth resources and the arrival of modern 
technologies such as MIMO [5]. However, the MAC layer of 
Wireless LANs has not changed significantly for the last 16 
years. Since their birth, Wireless LANs employed distributed 
coordination function (DCF) as the MAC layer protocol [19]. 
According to the DCF protocol, only one station can utilize the 
channel resource and send data at the same time [9]. DCF rules 
employed in IEEE 802.11 are suited to sparsely dense Wireless 
LAN environment, while in the highly dense system the MAC 
efficiency of DCF would be very poor due to the provision of 
single user accessibility [15]. To overcome the difficulties 
mentioned above, multiuser MAC is required instead of a single 
user [16]. Since Wireless LANs have already included OFDM 
as modulation technology, OFDMA technology is highly 
recommended for next generation Wireless LANs [17]. An 
OFDM adopted system enables a single terminal to utilize all 
the sub-channels at any given time while an OFDMA adopted 
system enables multiple terminals to use a different set of sub-
channels, thereby providing concurrent transmission of more 
than one terminal [2]. 

Two types of MAC mechanisms namely, random access and 
reservation can be employed for OFDMA-based wireless 
LANs. Reservation-based MAC is more appropriate than 
random access MAC for connection-oriented applications as 
connection-oriented applications provide clear specifications of 
traffic demands. Reservation-based MAC ensures graceful 
support for Quality of Service (QoS). However, it is not 
appropriate for applications that contain no traffic 
specifications. For example, in data networks like the Internet, 
an application is usually characterized by bursty traffic, i.e., 
data packets arrive in an arbitrary pattern and rate. So, it would 
be unwise to reserve a certain amount of resources (e.g., sub-
channels in OFDMA) for applications in a data network. Thus, 
random access mechanism is a preferred choice for bursty 
traffic. As OFDMA-based wireless networks promise to 
support heterogeneous applications, it is anticipated that 
applications with clear traffic specifications and those without 
traffic specifications will coexist [3]. To this end, both 
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can send data concurrently without having collision [1]. 
Absorbing the advantages of OFDM, OFDMA-based MAC 
protocol can further enhance efficiency by increasing multiuser 
diversity. As such superiority of OFDMA technology, some 
wireless systems such as WiMAX leverages it from the very 
beginning. 

According to the functional requirements of IEEE 802.11ax, 
Wi-Fi should achieve at least 4 times improvement in the 
average throughput per station (terminal) as well as should 
support highly dense systems [14]. The physical data rate in 
Wireless LAN has been remarkably boosted due to more 
available bandwidth resources and the arrival of modern 
technologies such as MIMO [5]. However, the MAC layer of 
Wireless LANs has not changed significantly for the last 16 
years. Since their birth, Wireless LANs employed distributed 
coordination function (DCF) as the MAC layer protocol [19]. 
According to the DCF protocol, only one station can utilize the 
channel resource and send data at the same time [9]. DCF rules 
employed in IEEE 802.11 are suited to sparsely dense Wireless 
LAN environment, while in the highly dense system the MAC 
efficiency of DCF would be very poor due to the provision of 
single user accessibility [15]. To overcome the difficulties 
mentioned above, multiuser MAC is required instead of a single 
user [16]. Since Wireless LANs have already included OFDM 
as modulation technology, OFDMA technology is highly 
recommended for next generation Wireless LANs [17]. An 
OFDM adopted system enables a single terminal to utilize all 
the sub-channels at any given time while an OFDMA adopted 
system enables multiple terminals to use a different set of sub-
channels, thereby providing concurrent transmission of more 
than one terminal [2]. 

Two types of MAC mechanisms namely, random access and 
reservation can be employed for OFDMA-based wireless 
LANs. Reservation-based MAC is more appropriate than 
random access MAC for connection-oriented applications as 
connection-oriented applications provide clear specifications of 
traffic demands. Reservation-based MAC ensures graceful 
support for Quality of Service (QoS). However, it is not 
appropriate for applications that contain no traffic 
specifications. For example, in data networks like the Internet, 
an application is usually characterized by bursty traffic, i.e., 
data packets arrive in an arbitrary pattern and rate. So, it would 
be unwise to reserve a certain amount of resources (e.g., sub-
channels in OFDMA) for applications in a data network. Thus, 
random access mechanism is a preferred choice for bursty 
traffic. As OFDMA-based wireless networks promise to 
support heterogeneous applications, it is anticipated that 
applications with clear traffic specifications and those without 
traffic specifications will coexist [3]. To this end, both 
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can send data concurrently without having collision [1]. 
Absorbing the advantages of OFDM, OFDMA-based MAC 
protocol can further enhance efficiency by increasing multiuser 
diversity. As such superiority of OFDMA technology, some 
wireless systems such as WiMAX leverages it from the very 
beginning. 

According to the functional requirements of IEEE 802.11ax, 
Wi-Fi should achieve at least 4 times improvement in the 
average throughput per station (terminal) as well as should 
support highly dense systems [14]. The physical data rate in 
Wireless LAN has been remarkably boosted due to more 
available bandwidth resources and the arrival of modern 
technologies such as MIMO [5]. However, the MAC layer of 
Wireless LANs has not changed significantly for the last 16 
years. Since their birth, Wireless LANs employed distributed 
coordination function (DCF) as the MAC layer protocol [19]. 
According to the DCF protocol, only one station can utilize the 
channel resource and send data at the same time [9]. DCF rules 
employed in IEEE 802.11 are suited to sparsely dense Wireless 
LAN environment, while in the highly dense system the MAC 
efficiency of DCF would be very poor due to the provision of 
single user accessibility [15]. To overcome the difficulties 
mentioned above, multiuser MAC is required instead of a single 
user [16]. Since Wireless LANs have already included OFDM 
as modulation technology, OFDMA technology is highly 
recommended for next generation Wireless LANs [17]. An 
OFDM adopted system enables a single terminal to utilize all 
the sub-channels at any given time while an OFDMA adopted 
system enables multiple terminals to use a different set of sub-
channels, thereby providing concurrent transmission of more 
than one terminal [2]. 

Two types of MAC mechanisms namely, random access and 
reservation can be employed for OFDMA-based wireless 
LANs. Reservation-based MAC is more appropriate than 
random access MAC for connection-oriented applications as 
connection-oriented applications provide clear specifications of 
traffic demands. Reservation-based MAC ensures graceful 
support for Quality of Service (QoS). However, it is not 
appropriate for applications that contain no traffic 
specifications. For example, in data networks like the Internet, 
an application is usually characterized by bursty traffic, i.e., 
data packets arrive in an arbitrary pattern and rate. So, it would 
be unwise to reserve a certain amount of resources (e.g., sub-
channels in OFDMA) for applications in a data network. Thus, 
random access mechanism is a preferred choice for bursty 
traffic. As OFDMA-based wireless networks promise to 
support heterogeneous applications, it is anticipated that 
applications with clear traffic specifications and those without 
traffic specifications will coexist [3]. To this end, both 

 

reservation-based and random-access MAC procedures are 
optimized for an OFDMA-based wireless LAN. In other words, 
the MAC protocol of an OFDMA-based wireless network will 
provide a hybrid MAC mechanism for both random access and 
reservation. 

In this paper, we propose an innovative MAC protocol which 
employs a hybrid mechanism that could provide high 
throughput of data as well as able to maintain improved fair 
access policy to the medium among the terminals. The protocol 
works in two steps, where at step 1 sub-channels are 
approximately evenly distributed to the terminals and at step 2 
terminals within in a sub-channel will contend for medium 
randomly if the total number of terminals of the system is larger 
than the number of sub-channels. The details of the protocol 
will be described in the ‘Protocol Illustration’ section i.e. 
Section IV. 

The rest of the article is organized as follows. At first, we 
discuss related works and motivation in Section II. Section III 
contains the system model and Section IV contains protocol 
illustration. Mathematical analysis of the saturation throughput 
of the protocol is evaluated in Section V using a comprehensive 
model. Simulation is conducted by renowned ‘NS-3 Simulator’ 
[10] and presented the result in Section VI. Finally, Section VII 
concludes the paper. 

II. RELATED WORKS AND MOTIVATION  
Recently, there has been rigorous research devoted to the 

combination of OFDMA with MAC. Xuelin et al. in [6] 
designed a multi-step slot reservation hybrid MAC protocol 
named ‘TR-MAC’ for ad hoc networks which incorporates the 
strengths of TDMA (Time Division Multiple Access) and DCF 
of IEEE 802.11. TR-MAC eliminates the slot assignment 
algorithm, reduces the control packets negotiation and avoids 
extra contentions. Thus, enhanced the throughput of MAC 
without incurring additional overhead. The researchers in [7] 
devised a model named ‘CCRM’ which innovates a new 
asynchronous MAC protocol with cooperative channel 
reservation. Compared with legacy channel reservation MAC 
protocols, where channel reservation information (CRI) cannot 
be obtained reliably due to either transmission errors or packet 
collisions, CCRM improves the reliability of channel 
reservation using cooperative channel reservation mechanism. 

Several random access protocols have been designed for 
OFDMA-based WLANs. The authors of [8] and [3] proposed a 
protocol using a two-dimensional backoff scheme to enable the 
terminals accessing the channel both in the time and frequency 
domains. The articles [20] and [21] divide stations into multiple 
groups and the stations in the same group share the same sub-
channel for channel access. Once the access point receives an 
RTS (request-to-send) frame from the sub-channels, it replies 
with a CTS (clear-to-send) frame to assign the channel 
resources. 

Choi et al. [8] put forward an innovative fast retrial slotted 
ALOHA-based scheme to reduce access delay, but the 
throughput of the protocol is very poor due to high collision 
probability. In article [2], the researchers designed a random 
access model based on the CSMA/CA technique that 
outperforms traditional ALOHA protocol. According to that 
model, a terminal employs only one backoff timer for all the 

sub-channels, and the timer could not reflect different traffic 
loads in different sub-channels. As a result, the channel 
utilization efficiency of the model in [2] is still not satisfactory. 
This constraint is then resolved by Wang in [3], where a 
terminal employs one backoff timer for each of the sub-channel. 
Therefore, the transmission status of one sub-channel does not 
affect the rest of the sub-channels. To overcome the half-duplex 
limitation of the wireless radio the authors of [3] proposed 
utilizing an additional radio to sense the medium on all other 
sub-channels while the original radio is busy in transmission on 
a certain sub-channel. Thus, the scheme improved transmission 
concurrency on multiple sub-channels. However, this sort of 
scheme having a dedicated sensing module is not applicable to 
the station with a single radio. Jia Xu et al. [4] introduce 
intermittent carrier sense technique that permits a single-radio 
OFDMA station to access multiple sub-channels 
simultaneously. However, the total throughput of the system 
and the max-min fairness is not yet satisfactory to meet the 
demand of IEEE 802.11ax network. 

Considering above ideas and facts, we design a new MAC 
protocol named ‘HTFA’ for high throughput and fair access. 
The main contribution of HTFA is as follow: 

• One of the major goals of IEEE 802.11ax (Wi-Fi 6) is to 
improve the total system throughput as well as per terminal 
throughput. HTFA provides higher throughput than several 
promising protocols which will be described in the 
‘Performance Evaluation and Simulation’ section. 

• HTFA leverages hybrid mechanisms to distribute channel 
access time more evenly among the terminals. Thus it ensures 
fair access policy and performs better than SRMC-CSMA/CA 
and CM-CSMA/CA introduced in [4] and [3] respectively. 

• The terminals in HTFA will not contend for sub-channel 
access if the number of terminals is smaller or equal to the 
number of sub-channels. Thus, the probability of frame 
collision is zero. Since there is no backoff slot, there is no idle 
slot as well. Hence, system throughput increases significantly. 

• We perform an extensive simulation with network 
simulator NS-3 [10] which is presented in Section VI. 
Simulation results confirm validation of our protocol in terms 
of throughput, collision reduction and fairness. 

III. SYSTEM MODEL 
We consider an OFDMA-employed WLAN where total 

bandwidth B is equally distributed to M sub-channels. Hence 
the bandwidth of a sub-channel would be 𝐵𝐵/𝑀𝑀. There are 𝑁𝑁 
stations and only one access point (AP) in our system. By 
choosing different sub-channels, more than one station can 
communicate with the AP at the same time without suffering 
from co-channel interference. In such a network collision would 
occur if and only if multiple stations send packets on the same 
sub-channel concurrently.  

The 802.11ax standard hires some technological 
developments from 4G cellular technology to support more 
stations in the same channel bandwidth leveraging OFDMA. 
802.11ax not only adopted OFDM digital modulation scheme 
but also allocates a group of non-overlapping subcarriers to 
individual stations. The standard partitions the existing 802.11 
channels  which  may be 20/40/80/160 MHz  wide into smaller  
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evenly distributed to the terminals and in step 2 terminals within 
in a sub-channel will contend for medium randomly if the total 
number of terminals of the system is larger than the number of
sub-channels. We said “approximately evenly distributed” 
because the number of terminals in the sub-channels is differed
by at most one. We consider five distinguish scenarios for 
distributing the sub-channels:

Scenario 1: Number of sub-channels is equal to the number 
of terminals (M = N)

Scenario 2: Number of sub-channels is greater than the 
number of terminals (M > N)

Scenario 3: Some terminals leave the network early

Scenario 4: Number of terminals is greater than the number
of sub-channels (N > M)

Scenario 5: Some terminals join the network after some time

We describe each scenario as follow:

Scenario 1: Number of sub-channels is equal to the number
of terminals (𝑀𝑀 = 𝑁𝑁): Suppose we have three terminals
namely, Station A, Station B and Station C; and three sub-
channels namely, Sub-channel 1, Sub-channel 2 and Sub-
channel 3. Since in this case 𝑀𝑀 = 𝑁𝑁 and the sub-channels are 
evenly distributed, each terminal will get exactly one sub-
channel (Fig. 3 (a)). It is not possible one terminal gets two sub-
channels and other two get one and zero terminal respectively. 
In this way, HTFA ensures fair access to the medium among the 
stations which is absent in the article [3] and [4].

Scenario 2: Number of sub-channels is greater than the 
number of terminals (𝑀𝑀 > 𝑁𝑁): Suppose we have two terminals 
Station A and Station B; and three sub-channels as mentioned 
above. Since in this case 𝑀𝑀 > 𝑁𝑁 and sub-channels are 
approximately evenly distributed, one terminal gets two sub-
channels and other terminal gets one sub-channel i.e. Station A 
gets one sub-channel and Station B gets two sub-channels (Fig. 
3 (b)).

Scenario 3: Some terminals leave the network early: Again,
suppose at the beginning, Sub-channel 1, Sub-channel 2 and 
Sub-channel 3 are assigned to Station B, Station A and Station 
C respectively. After some time, Station B sent all of its data 
and releases its sub-channel i.e. Sub-channel 1. Now, one of the 
two remaining terminals (A or C) can acquire B’s sub-channel 
and send data (Fig. 3 (c)).

Scenario 4: Number of terminals is greater than the number
of sub-channels (𝑁𝑁 > 𝑀𝑀): Now suppose we have four 
terminals Station A, Station B, Station C and Station D; and 
three sub-channels as mentioned above. In this case, the first 3 
terminals (A, B and C) are assigned to three sub-channels and 
the fourth terminal (Station D) is assigned to anyone sub-
channel. That means, two sub-channels get 1 terminal each and
one sub-channel gets 2 terminals. Suppose, sub-channel 2 gets 

two terminals (Station A and Station D) which is shown in Fig. 
4. Now that Station A and Station D are assigned to the same 
sub-channel (Sub-channel 2), they will randomly contend for 
channel access according to the legacy DCF (Distributed 
Coordination Function) rule.

Fig. 4 delineates random access procedure, where initially 
Station A and Station D generate random backoff number 5 and 
7 respectively. As Station A generates a smaller number than 
Station D, Station A will access the sub-channel first when it’s 
backoff counter reaches to zero. After one more slot time, D’s 
backoff counter reaches to zero and thereby access the sub-
channel. In the second round, Station A and Station D generate 
new backoff value 5 and 2 respectively and the procedure will 
continue according to the DCF rule.

Scenario 5: Some terminals join the network after some time:
How does a terminal join in the network after some time 
depends on the current status of the network. There are two 
statuses:

(i) M > N
(ii) N ≥ M

Fig. 3. Sub-channel distribution (a) Case 1 (b) Case 2 (c) Case 3 

Fig. 1. The contrast between OFDM and OFDMA

Fig. 2. A 2-dimensional time-frequency access model

sub-channels with a specified number of orthogonal sub-
carriers [18]. Following LTE (Long Term Evolution) 
nomenclature, the 802.11ax standard terms the smallest sub-
channel as a resource unit (RU) which contains at least 26 
subcarriers.

Observing different user’s traffic needs, the access point 
decides on allocating the channel, always allocating available 
resource units on the downlink path. The AP might assign the 
whole channel to only one terminal or it may divide the channel 
to form sub-channels for serving multiple terminals 
simultaneously (Fig. 1). In congested areas where lots of 
terminals would normally compete inefficiently for channel 
access, the OFDMA technology can now serve them 
concurrently with a smaller but dedicated sub-channel. As a 
result, the average throughput per user is enhancing 
significantly.

As mentioned earlier, in comparison with the single-channel 
CSMA/CA, the multi-channel system facilitates stations to 
access the sub-channels simultaneously without having 
interference. In a multi-channel system, stations can compete 
for available resources from both time and frequency domain as 
shown in Fig. 2 [22]. In the time domain, stations could acquire 
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evenly distributed to the terminals and in step 2 terminals within 
in a sub-channel will contend for medium randomly if the total 
number of terminals of the system is larger than the number of
sub-channels. We said “approximately evenly distributed” 
because the number of terminals in the sub-channels is differed
by at most one. We consider five distinguish scenarios for 
distributing the sub-channels:

Scenario 1: Number of sub-channels is equal to the number 
of terminals (M = N)

Scenario 2: Number of sub-channels is greater than the 
number of terminals (M > N)

Scenario 3: Some terminals leave the network early

Scenario 4: Number of terminals is greater than the number
of sub-channels (N > M)

Scenario 5: Some terminals join the network after some time

We describe each scenario as follow:
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of terminals (𝑀𝑀 = 𝑁𝑁): Suppose we have three terminals
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channels namely, Sub-channel 1, Sub-channel 2 and Sub-
channel 3. Since in this case 𝑀𝑀 = 𝑁𝑁 and the sub-channels are 
evenly distributed, each terminal will get exactly one sub-
channel (Fig. 3 (a)). It is not possible one terminal gets two sub-
channels and other two get one and zero terminal respectively. 
In this way, HTFA ensures fair access to the medium among the 
stations which is absent in the article [3] and [4].
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number of terminals (𝑀𝑀 > 𝑁𝑁): Suppose we have two terminals 
Station A and Station B; and three sub-channels as mentioned 
above. Since in this case 𝑀𝑀 > 𝑁𝑁 and sub-channels are 
approximately evenly distributed, one terminal gets two sub-
channels and other terminal gets one sub-channel i.e. Station A 
gets one sub-channel and Station B gets two sub-channels (Fig. 
3 (b)).

Scenario 3: Some terminals leave the network early: Again,
suppose at the beginning, Sub-channel 1, Sub-channel 2 and 
Sub-channel 3 are assigned to Station B, Station A and Station 
C respectively. After some time, Station B sent all of its data 
and releases its sub-channel i.e. Sub-channel 1. Now, one of the 
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and send data (Fig. 3 (c)).

Scenario 4: Number of terminals is greater than the number
of sub-channels (𝑁𝑁 > 𝑀𝑀): Now suppose we have four 
terminals Station A, Station B, Station C and Station D; and 
three sub-channels as mentioned above. In this case, the first 3 
terminals (A, B and C) are assigned to three sub-channels and 
the fourth terminal (Station D) is assigned to anyone sub-
channel. That means, two sub-channels get 1 terminal each and
one sub-channel gets 2 terminals. Suppose, sub-channel 2 gets 

two terminals (Station A and Station D) which is shown in Fig. 
4. Now that Station A and Station D are assigned to the same 
sub-channel (Sub-channel 2), they will randomly contend for 
channel access according to the legacy DCF (Distributed 
Coordination Function) rule.

Fig. 4 delineates random access procedure, where initially 
Station A and Station D generate random backoff number 5 and 
7 respectively. As Station A generates a smaller number than 
Station D, Station A will access the sub-channel first when it’s 
backoff counter reaches to zero. After one more slot time, D’s 
backoff counter reaches to zero and thereby access the sub-
channel. In the second round, Station A and Station D generate 
new backoff value 5 and 2 respectively and the procedure will 
continue according to the DCF rule.

Scenario 5: Some terminals join the network after some time:
How does a terminal join in the network after some time 
depends on the current status of the network. There are two 
statuses:

(i) M > N
(ii) N ≥ M

Fig. 3. Sub-channel distribution (a) Case 1 (b) Case 2 (c) Case 3
 

Fig. 1. The contrast between OFDM and OFDMA

Fig. 2. A 2-dimensional time-frequency access model

sub-channels with a specified number of orthogonal sub-
carriers [18]. Following LTE (Long Term Evolution) 
nomenclature, the 802.11ax standard terms the smallest sub-
channel as a resource unit (RU) which contains at least 26 
subcarriers.

Observing different user’s traffic needs, the access point 
decides on allocating the channel, always allocating available 
resource units on the downlink path. The AP might assign the 
whole channel to only one terminal or it may divide the channel 
to form sub-channels for serving multiple terminals 
simultaneously (Fig. 1). In congested areas where lots of 
terminals would normally compete inefficiently for channel 
access, the OFDMA technology can now serve them 
concurrently with a smaller but dedicated sub-channel. As a 
result, the average throughput per user is enhancing 
significantly.

As mentioned earlier, in comparison with the single-channel 
CSMA/CA, the multi-channel system facilitates stations to 
access the sub-channels simultaneously without having 
interference. In a multi-channel system, stations can compete 
for available resources from both time and frequency domain as 
shown in Fig. 2 [22]. In the time domain, stations could acquire 
the time slots of a sub-channel when the sub-channel is not busy 
and avoid possible collision (if more than one station present) 
using binary exponential backoff (BEB) algorithm. In the 
frequency domain, stations could use different sub-channels 
concurrently and prevent interference using OFDMA 
mechanism.

We suppose every station maintains its own timer and 
synchronizes its timer with other station’s timer. To ensure
clock synchronization, the AP informs the reference time 
information to participating stations at a regular interval 
according to the time synchronization function suggested by the
IEEE 802.11 standard [9]. It is noted that imperfect 
synchronization generates clock offset among different stations. 
In the OFDMA system orthogonality among sub-channels 
cannot be guaranteed if the clock offset is exceeded the 
threshold [2]. Therefore, we assume synchronization would be 
maintained efficiently to confine the maximum clock offset 
within the threshold, thereby ensuring the orthogonality among 
the OFDMA sub-channels.
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Fig. 4. The contention of two stations within a sub-channel

Fig. 5. Network configuration for 3 sub-channels and 5 stations

When M > N, then the new terminal will acquire a sub-
channel from the old terminal that has the highest number of 
sub-channels. The new terminal may need to wait for some time 
so that old terminal can send its ongoing packet. When N ≥ M,
then the new terminal will join a sub-channel that has the
minimum number of terminals.

The sub-channel distribution procedure mentioned above is 
very intuitive. For further clarification of the procedure, we are 
going to demonstrate an example scenario. Suppose at the 
beginning there is an access point with no terminals at all and 
there are three sub-channels SUB-CHANNEL 1, SUB-
CHANNEL 2 AND SUB-CHANNEL 3. After some time,
Station A joins the network and it will acquire all three sub-
channels. Then after some time Station B joins the network and 
it will seize one sub-channel (e.g. SUB-CHANNEL 3) from 
Station A. Now Station A has two sub-channels SUB-
CHANNEL 1 and SUB-CHANNEL 2; and Station B has one 
sub-channel (SUB-CHANNEL 3). Again, after some time 
Station C joins the network and it will seize one sub-channel 
(e.g. SUB-CHANNEL 2) from Station A. Now each of the three
terminals has exactly one sub-channel. Suppose after some time 
Station D wants to join the network and the AP can put it to any 
sub-channel (e.g. SUB-CHANNEL 1) to contend for channel 
access by generating random back-off value. Similarly, Station 
E arrives and the AP assigns it to the sub-channel which has the 
minimum number of terminals. Now SUB-CHANNEL 2 and 
SUB-CHANNEL 3 has a minimum number of terminals (i.e., 1
terminal each) and suppose Station E got SUB-CHANNEL 2.
Until now we get network configuration shown in Fig. 5, where 
SUB-CHANNEL 1 contains Station A and Station D; SUB-
CHANNEL 2 contains Station C and Station E; and SUB-
CHANNEL 3 contains Station B.

Now suppose Station E wants to leave the network. The sub-
channel distribution will not change after leaving Station E 
since the number of terminals is approximately evenly 
distributed. After a while, Station C also leave the network. 
Now the number of terminals is not approximately evenly 
distributed since SUB-CHANNEL 1 contains two terminals
(Station A and Station D) and SUB-CHANNEL 2 contains no 
terminal. In this case, one terminal of SUB-CHANNEL 1 will 
migrate to SUB-CHANNEL 2. Thus, each sub-channel gets 
exactly one terminal and terminals are evenly distributed to the 
sub-channel.

B. Access Mechanism
A terminal with a new packet to transmit must be associated 

with the access point (AP). AP will assign sub-channels to the 
terminals according to the five scenarios mentioned in Section 
IV-A i.e. sub-channel distribution. Access method depends on 
the number of terminals available in a sub-channel. There 
would be two cases:

i. Multiple terminals in a sub-channel 
ii. Single terminal in a sub-channel 

i. Multiple terminals in a sub-channel: In this case, four-way 
handshaking (RTS/CTS, DATA/ACK) will be used as shown 
in Fig. 6 [22]. After DIFS (distributed inter-frame space) 
interval sending terminal enters into backoff interval. When 
backoff value reaches to zero, sending terminal transmits RTS 
(request-to-send) frame to the receiving terminal. After SIFS 
(short inter-frame space) interval receiver responds with the 
CTS (clear-to-send) frame. Upon receiving the CTS frame, the 
sender waits for the SIFS interval and then send the DATA 
frame. After receiving the DATA frame, the receiver again 
waits for SIFS interval and then responds with ACK 
(acknowledgement) frame.

In this case, all stations have to generate a random backoff
time before sending data in order to minimize the probability of 
collision with the frames being sent by other stations in the 
same sub-channel. If two or more stations generate the same 
backoff number, a collision would occur and will lose data of 
the colliding stations as shown in Fig. 7.
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(acknowledgement) frame.

In this case, all stations have to generate a random backoff
time before sending data in order to minimize the probability of 
collision with the frames being sent by other stations in the 
same sub-channel. If two or more stations generate the same 
backoff number, a collision would occur and will lose data of 
the colliding stations as shown in Fig. 7.
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Fig. 8. Two-way handshaking for a single station in a sub-channel

Binary exponential backoff (BEB) algorithm determines the 
backoff time which is uniformly chosen in the range of [0, 
W−1] for a contention window size W. At the first transmission 
attempt W is set to the minimum value Wmin and is doubled at 
each backoff stage up to the maximum value Wmax = 2αWmin
after each unsuccessful transmission, where α denotes the 
number of backoff stages.

ii. Single terminal in a sub-channel: In this case, two-way 
handshaking (DATA/ACK) will be used as shown in Fig. 8. 
Since only one terminal monopolizes the sub-channel, there is 
no room for the hidden terminals to participate in the channel 
sharing. As a consequence, we need not the RTS/CTS frame 
pair. There is no DIFS and backoff interval as well which 
reduces overheads and increases throughput.   In this case, the 
sending terminal first transmits the DATA to the receiving 
terminal. After waiting for a SIFS interval, the receiver sends 
the ACK frame to the sender.

C. Advantages of HTFA
Throughput Enhancement: The IEEE 802.11ax [also known 

as High Efficiency WLAN (HEW)] has a challenging goal of
increasing the average throughput per user four times in highly 
dense environment. HTFA provides more throughput than 
several promising protocols which will be shown in Section VI. 
The terminals in HTFA will not contend for sub-channel access 
rather than sub-channels are dedicated to the terminals if N ≤ 
M. In this case, terminals monopolize the sub-channel access 
and there is no random backoff slot which significantly
increases the throughput.

Collision Reduction: According to our model, a sub-channel 
could get at most one terminal when N ≤ M. Thus, the 
probability of frame collision would be zero. Hence, the
average throughput per terminal as well as total system 

throughput increases significantly. There is a probability of 
collision in some sub-channels if and only if N > M. However, 
in any case, the probability of collision in HTFA is smaller than 
any non-OFDMA channel (i.e. single channel).

Fair Access: Our proposed protocol employs a hybrid 
mechanism to distribute the sub-channels among the terminals.
Thus, it not only provides a high throughput of data but also 
maintains improved fair access policy to the medium. The 
protocol works in two steps, where at the first step sub-channels 
are approximately evenly distributed to the terminals. Thus, the 
number of terminals in the sub-channels is differing by at most 
one. In the second step, terminals within a sub-channel will 
contend for medium randomly when N > M. Hence, HTFA 
performs better than SRMC-CSMA/CA and CM-CSMA/CA 
introduced in [4] and [3] respectively in terms of both 
throughput and fairness.

V. THOROUGHPUT ANALYSIS

To measure the efficiency of a protocol, it is expected to 
validate the protocol employing an appropriate mathematical 
model that eventually increase the credibility and acceptability 
of the conducted research. Here, we will investigate the 
throughput of our proposed protocol using the analytical model 
presented in [12] by G. Bianchi. Bianchi formulates an ideal 
model for analyzing the saturated throughput of DCF which is 
followed by some other researchers.  He designed the model 
using a discrete-time Markov chain, where the backoff 
mechanism is regulated by conventional single-channel 
CSMA/CA. Several other papers including [13] which are 
considered as extensions of [12] investigated the enhanced 
mathematical model for the actual backoff mechanisms by 
considering the existence of anomalous slots. Pioneer model in 
[12] and some of its extensions estimates saturation throughput 
of the single-channel terminal employing CSMA/CA
mechanism. However, we will evaluate the saturation 
throughput of multi-channel terminals rather than the single 
channel which are also regulated by the CSMA/CA protocol.

Again, we assume that we have only one Basic Service Set 
(BSS) and the access point (AP) located at the centre of BSS. 
The BSS has 𝑁𝑁 terminals and 𝑀𝑀 sub-channels. We also assume 
that the number of terminals is very much larger than the
number of subchannels i.e. 𝑁𝑁 ≫ 𝑀𝑀. The concept of saturated 
condition is the same as in [12] when WLAN carries the 
maximum load. We suppose that every station always has some 
packets available for sending. It implies the input queue of each 
terminal in WLAN is always non-empty in the saturated stage. 
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mechanism is regulated by conventional single-channel 
CSMA/CA. Several other papers including [13] which are 
considered as extensions of [12] investigated the enhanced 
mathematical model for the actual backoff mechanisms by 
considering the existence of anomalous slots. Pioneer model in 
[12] and some of its extensions estimates saturation throughput 
of the single-channel terminal employing CSMA/CA
mechanism. However, we will evaluate the saturation 
throughput of multi-channel terminals rather than the single 
channel which are also regulated by the CSMA/CA protocol.

Again, we assume that we have only one Basic Service Set 
(BSS) and the access point (AP) located at the centre of BSS. 
The BSS has 𝑁𝑁 terminals and 𝑀𝑀 sub-channels. We also assume 
that the number of terminals is very much larger than the
number of subchannels i.e. 𝑁𝑁 ≫ 𝑀𝑀. The concept of saturated 
condition is the same as in [12] when WLAN carries the 
maximum load. We suppose that every station always has some 
packets available for sending. It implies the input queue of each 
terminal in WLAN is always non-empty in the saturated stage.
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It is not feasible to expand the Markov chain model of multi-
channel CSMA/CA from the traditional single channel-based
model. Equations in [12] show that the author analyzed the 
characteristics of a single terminal in WLAN and received the 
transmission probability (𝜏𝜏) of a packet in a randomly chosen 
slot time. As a consequence, instead of directly evaluating the 
multichannel protocol model we will evaluate the probability of 
successful transmissions from the side of subchannels based on 
the random backoff mechanism.

In Fig 9 we defined a time-frequency block where each time 
slot in every sub-channel is considered as a resource utilized for 
acquiring the medium and transmission of data. We can find the 
number of time slots (R) for the successful transmission of 
average packet payload (E[p]) as R = Ttotal/Tslot, where Ttotal
denotes the total average time and Tslot denotes a single slot 
time. When a terminal gains a particular sub-channel at a 
random time slot then successful transmission interprets that 
only this particular terminal acquires this particular sub-channel 
for R time slots. We can get the probability of successful access 
in one sub-channel at each time slice as 𝑝𝑝𝑘𝑘 = 1/𝑅𝑅 due to the 
equal probability of each single time slice under the 
presumption of the saturated stage.

We define the successful transmission probability 𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 at the 
jth sub-channel when a terminal successfully utilizes one sub-
channel at one time slot as:

           𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 = ∑ 𝑝𝑝𝑘𝑘(𝑁𝑁
1 )𝜏𝜏(1 − 𝜏𝜏)𝑁𝑁−1𝑅𝑅−1

𝑘𝑘=0 .                                (1)

In the saturation stage, probability of collision 𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 in one 
sub-channel must be:

𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 = 1 − 𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗.                                    (2)

Since each terminal can only gain one sub-channel at any 
time slot to send data at the saturated stage, the probability is 
dependent between 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 and 𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗 . We can find the probability 
of 1st and 2nd sub-channels having successful transmissions as 
below:        

    𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠) = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗𝑠1𝑗𝑗𝑗𝑗𝑗𝑗 (3)

                    = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 ∑ 𝑝𝑝𝑘𝑘(𝑁𝑁 − 1
1 )𝜏𝜏(1 − 𝜏𝜏)𝑁𝑁−2𝑅𝑅−1

𝑘𝑘=0 . 

We define 𝑃𝑃𝑗𝑗(𝑖𝑖) and 𝑃𝑃𝑗𝑗(𝑖𝑖) as there are 𝑖𝑖 sub-channels in our 
system having successful transmissions and collisions 
respectively.

Obviously 𝑃𝑃𝑗𝑗(1) = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 . In general, the probability of 𝑖𝑖 sub-
channels having successful transmission computes as follow,

          𝑃𝑃𝑗𝑗(𝑖𝑖) = (𝑀𝑀
𝑖𝑖 )𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠, … , 𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠)

                    𝑃𝑃((𝑖𝑖 + 1)𝑠𝑠𝑐𝑐𝑐𝑐, (𝑖𝑖 + 2)𝑠𝑠𝑐𝑐𝑐𝑐, … , 𝑀𝑀 𝑠𝑠𝑐𝑐𝑐𝑐),              (4)

We can get 𝑃𝑃((𝑖𝑖 + 1)𝑠𝑠𝑐𝑐𝑐𝑐, (𝑖𝑖 + 2)𝑠𝑠𝑐𝑐𝑐𝑐, … , 𝑀𝑀 𝑠𝑠𝑐𝑐𝑐𝑐) following 
the procedure of equation (3). 

As we assume 𝑁𝑁 ≫ 𝑀𝑀, 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 and 𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗 are independent and 
also equal to each other. Thus, 𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠) could be 
rewritten as:

                   𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠) = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗 = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗
2 .

Simplifying equation (4) yields,

𝑃𝑃𝑗𝑗(𝑖𝑖) = (𝑀𝑀
𝑖𝑖 )𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠, … , 𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠)

           𝑃𝑃((𝑖𝑖 + 1)𝑠𝑠𝑐𝑐𝑐𝑐, (𝑖𝑖 + 2)𝑠𝑠𝑐𝑐𝑐𝑐, … , 𝑀𝑀 𝑠𝑠𝑐𝑐𝑐𝑐),                       (5)

      = (𝑀𝑀
𝑖𝑖 ) 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗

𝑖𝑖 (1 − 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗)𝑀𝑀−𝑖𝑖,                                        (6)

We can use 𝑃𝑃𝑗𝑗(𝑖𝑖) to find the average number of sub-channels
(𝐸𝐸𝑗𝑗) having successful transmissions at any single time slot as 
below:

𝐸𝐸𝑗𝑗 = ∑ 𝑖𝑖𝑀𝑀−1
𝑖𝑖=0 𝑃𝑃𝑗𝑗(𝑖𝑖).                               (7)

Finally, we can obtain our desired saturation throughput (𝑆𝑆)
as follow:

𝑆𝑆 = 𝐸𝐸[𝑝𝑝].𝐸𝐸𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

.                                     (8)

VI. PERFORMANCE EVALUATION AND SIMULATION

In this section, we first analyze the HTFA protocol with 
respect to different simulation parameters. After that, we 
compare and contrast the efficiency of HTFA (High 
Throughput and Fair Access) with some other promising 
protocols proposed by different researchers. All the simulation 
scenarios are implemented in ‘Network Simulator-3’.

TABLE I
SIMULATION PARAMETERS FOR HTFA EVALUATION

Parameters Value
Backoff slot duration 50 µs
DIFS duration 110 µs
Packet transmission time 2.5 ms
Minimum contention window size, Wmin 32 slot
Number of backoff stages, α 6
Number of stations, N 10

 

Fig. 10. Saturated throughput with respect to Wmin for the varying number of 
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Fig. 12. Throughput in accordance with the average number of participating 
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A. HTFA Evaluation 
We analyze the performance of our proposed OFDMA-based 

multi-channel hybrid protocol through comprehensive 
computer simulations. The simulation parameters are listed in 
Table I. In these experiments, we do not consider any 
transmission failure resulted from channel error. 

Fig. 10 shows the saturated throughput of the HTFA protocol 
with respect to the minimum contention window size (Wmin) for 
the varying number of sub-channels. In this experiment we use 
10 stations for different sub-channels i.e. M = 1, 3, 5, 7, 10 and 
11. The figure shows that maximum saturation throughput is 
enhancing gradually until the number of sub-channels increases 
to the number of stations. The saturation throughput decreases 
when the number of sub-channels exceeds the number of 
stations. This happens because the extra sub-channels are not 
utilized efficiently and there is also channelization overhead. 
We also observe irregular behaviour for M = 10 and 11. 
Because in these cases, incrementing in the contention window 
size also increases the idle time while there is no significant 
reduction in collision probability. This incident suggests that 
when the number of sub-channels approaches the number of 
stations, we need not use a large time-domain backoff for 
collision resolution purpose as the collision probability would 
be very low in such stage. 

Fig. 11 describes the collision probability of our multi-
channel protocol with respect to the minimum contention 
window size (Wmin) for varying numbers of sub-channels. The 
graphs show that collision probability decreases as Wmin 
increases. It also reveals that collision probability is decreasing 
as the number of sub-channels is increasing for particular Wmin. 
It happens because increasing the number of sub-channels 
means less contention for channel access. It is observed that for 
M = 10 and 11, the collision probability is zero because the 
number of stations (i.e. N = 10) is less than or equal to the 
number of sub-channels. 

Now we evaluate the throughput performance of the 
proposed ‘HTFA’ hybrid protocol under non-saturated traffic 
loads. Fig. 12 shows the resulting throughput with respect to the 
average number of active stations. We find the similarly as 
reveals in saturated traffic load: the throughput enlarges until 
the number of active stations N exceeds the number of sub-
channels M but reduces gradually beyond that because collision 
occurs more frequently among the participating stations. As 
throughput loss resulted from extra sub-channels is larger than 
that caused by the collision, it is expected to keep the number 
of sub-channels slightly smaller than the average number of 
participating stations. 

According to the above findings, we might adopt a system 
where the number of sub-channels would be fixed adaptively 
according to the number of participating stations. Specifically, 
we might incorporate an adaptive control mechanism in such a 
way that the access point (AP) first estimates the number of 
participating stations in the wireless LAN, then determines the 
number of optimum sub-channels from the estimation, and 
finally announces the result to the terminals through the control 
channel using beacon messages. 

We further investigate the impact of increasing the backoff 
slot duration on the performance of the OFDMA-adopted multi-
channel hybrid system. We examine the saturation throughput 
of the OFDMA-employed wireless  LAN  with  respect  to  the  
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increases. It also reveals that collision probability is decreasing 
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It happens because increasing the number of sub-channels 
means less contention for channel access. It is observed that for 
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number of stations (i.e. N = 10) is less than or equal to the 
number of sub-channels. 

Now we evaluate the throughput performance of the 
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throughput loss resulted from extra sub-channels is larger than 
that caused by the collision, it is expected to keep the number 
of sub-channels slightly smaller than the average number of 
participating stations. 
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number of optimum sub-channels from the estimation, and 
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It is not feasible to expand the Markov chain model of multi-
channel CSMA/CA from the traditional single channel-based
model. Equations in [12] show that the author analyzed the 
characteristics of a single terminal in WLAN and received the 
transmission probability (𝜏𝜏) of a packet in a randomly chosen 
slot time. As a consequence, instead of directly evaluating the 
multichannel protocol model we will evaluate the probability of 
successful transmissions from the side of subchannels based on 
the random backoff mechanism.

In Fig 9 we defined a time-frequency block where each time 
slot in every sub-channel is considered as a resource utilized for 
acquiring the medium and transmission of data. We can find the 
number of time slots (R) for the successful transmission of 
average packet payload (E[p]) as R = Ttotal/Tslot, where Ttotal
denotes the total average time and Tslot denotes a single slot 
time. When a terminal gains a particular sub-channel at a 
random time slot then successful transmission interprets that 
only this particular terminal acquires this particular sub-channel 
for R time slots. We can get the probability of successful access 
in one sub-channel at each time slice as 𝑝𝑝𝑘𝑘 = 1/𝑅𝑅 due to the 
equal probability of each single time slice under the 
presumption of the saturated stage.

We define the successful transmission probability 𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 at the 
jth sub-channel when a terminal successfully utilizes one sub-
channel at one time slot as:

           𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 = ∑ 𝑝𝑝𝑘𝑘(𝑁𝑁
1 )𝜏𝜏(1 − 𝜏𝜏)𝑁𝑁−1𝑅𝑅−1

𝑘𝑘=0 .                                (1)

In the saturation stage, probability of collision 𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 in one 
sub-channel must be:

𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 = 1 − 𝑃𝑃𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗.                                    (2)

Since each terminal can only gain one sub-channel at any 
time slot to send data at the saturated stage, the probability is 
dependent between 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 and 𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗 . We can find the probability 
of 1st and 2nd sub-channels having successful transmissions as 
below:        

    𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠) = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗𝑠1𝑗𝑗𝑗𝑗𝑗𝑗 (3)

                    = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 ∑ 𝑝𝑝𝑘𝑘(𝑁𝑁 − 1
1 )𝜏𝜏(1 − 𝜏𝜏)𝑁𝑁−2𝑅𝑅−1

𝑘𝑘=0 . 

We define 𝑃𝑃𝑗𝑗(𝑖𝑖) and 𝑃𝑃𝑗𝑗(𝑖𝑖) as there are 𝑖𝑖 sub-channels in our 
system having successful transmissions and collisions 
respectively.

Obviously 𝑃𝑃𝑗𝑗(1) = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 . In general, the probability of 𝑖𝑖 sub-
channels having successful transmission computes as follow,

          𝑃𝑃𝑗𝑗(𝑖𝑖) = (𝑀𝑀
𝑖𝑖 )𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠, … , 𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠)

                    𝑃𝑃((𝑖𝑖 + 1)𝑠𝑠𝑐𝑐𝑐𝑐, (𝑖𝑖 + 2)𝑠𝑠𝑐𝑐𝑐𝑐, … , 𝑀𝑀 𝑠𝑠𝑐𝑐𝑐𝑐),              (4)

We can get 𝑃𝑃((𝑖𝑖 + 1)𝑠𝑠𝑐𝑐𝑐𝑐, (𝑖𝑖 + 2)𝑠𝑠𝑐𝑐𝑐𝑐, … , 𝑀𝑀 𝑠𝑠𝑐𝑐𝑐𝑐) following 
the procedure of equation (3). 

As we assume 𝑁𝑁 ≫ 𝑀𝑀, 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 and 𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗 are independent and 
also equal to each other. Thus, 𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠) could be 
rewritten as:

                   𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠) = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗 𝑃𝑃2𝑗𝑗𝑗𝑗𝑗𝑗 = 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗
2 .

Simplifying equation (4) yields,

𝑃𝑃𝑗𝑗(𝑖𝑖) = (𝑀𝑀
𝑖𝑖 )𝑃𝑃(1𝑠𝑠𝑠𝑠𝑠𝑠, 2𝑠𝑠𝑠𝑠𝑠𝑠, … , 𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠)

           𝑃𝑃((𝑖𝑖 + 1)𝑠𝑠𝑐𝑐𝑐𝑐, (𝑖𝑖 + 2)𝑠𝑠𝑐𝑐𝑐𝑐, … , 𝑀𝑀 𝑠𝑠𝑐𝑐𝑐𝑐),                       (5)

      = (𝑀𝑀
𝑖𝑖 ) 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗

𝑖𝑖 (1 − 𝑃𝑃1𝑗𝑗𝑗𝑗𝑗𝑗)𝑀𝑀−𝑖𝑖,                                        (6)

We can use 𝑃𝑃𝑗𝑗(𝑖𝑖) to find the average number of sub-channels
(𝐸𝐸𝑗𝑗) having successful transmissions at any single time slot as 
below:

𝐸𝐸𝑗𝑗 = ∑ 𝑖𝑖𝑀𝑀−1
𝑖𝑖=0 𝑃𝑃𝑗𝑗(𝑖𝑖).                               (7)

Finally, we can obtain our desired saturation throughput (𝑆𝑆)
as follow:

𝑆𝑆 = 𝐸𝐸[𝑝𝑝].𝐸𝐸𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

.                                     (8)
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In this section, we first analyze the HTFA protocol with 
respect to different simulation parameters. After that, we 
compare and contrast the efficiency of HTFA (High 
Throughput and Fair Access) with some other promising 
protocols proposed by different researchers. All the simulation 
scenarios are implemented in ‘Network Simulator-3’.
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Parameters Value
Backoff slot duration 50 µs
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A. HTFA Evaluation 
We analyze the performance of our proposed OFDMA-based 

multi-channel hybrid protocol through comprehensive 
computer simulations. The simulation parameters are listed in 
Table I. In these experiments, we do not consider any 
transmission failure resulted from channel error. 

Fig. 10 shows the saturated throughput of the HTFA protocol 
with respect to the minimum contention window size (Wmin) for 
the varying number of sub-channels. In this experiment we use 
10 stations for different sub-channels i.e. M = 1, 3, 5, 7, 10 and 
11. The figure shows that maximum saturation throughput is 
enhancing gradually until the number of sub-channels increases 
to the number of stations. The saturation throughput decreases 
when the number of sub-channels exceeds the number of 
stations. This happens because the extra sub-channels are not 
utilized efficiently and there is also channelization overhead. 
We also observe irregular behaviour for M = 10 and 11. 
Because in these cases, incrementing in the contention window 
size also increases the idle time while there is no significant 
reduction in collision probability. This incident suggests that 
when the number of sub-channels approaches the number of 
stations, we need not use a large time-domain backoff for 
collision resolution purpose as the collision probability would 
be very low in such stage. 

Fig. 11 describes the collision probability of our multi-
channel protocol with respect to the minimum contention 
window size (Wmin) for varying numbers of sub-channels. The 
graphs show that collision probability decreases as Wmin 
increases. It also reveals that collision probability is decreasing 
as the number of sub-channels is increasing for particular Wmin. 
It happens because increasing the number of sub-channels 
means less contention for channel access. It is observed that for 
M = 10 and 11, the collision probability is zero because the 
number of stations (i.e. N = 10) is less than or equal to the 
number of sub-channels. 

Now we evaluate the throughput performance of the 
proposed ‘HTFA’ hybrid protocol under non-saturated traffic 
loads. Fig. 12 shows the resulting throughput with respect to the 
average number of active stations. We find the similarly as 
reveals in saturated traffic load: the throughput enlarges until 
the number of active stations N exceeds the number of sub-
channels M but reduces gradually beyond that because collision 
occurs more frequently among the participating stations. As 
throughput loss resulted from extra sub-channels is larger than 
that caused by the collision, it is expected to keep the number 
of sub-channels slightly smaller than the average number of 
participating stations. 

According to the above findings, we might adopt a system 
where the number of sub-channels would be fixed adaptively 
according to the number of participating stations. Specifically, 
we might incorporate an adaptive control mechanism in such a 
way that the access point (AP) first estimates the number of 
participating stations in the wireless LAN, then determines the 
number of optimum sub-channels from the estimation, and 
finally announces the result to the terminals through the control 
channel using beacon messages. 

We further investigate the impact of increasing the backoff 
slot duration on the performance of the OFDMA-adopted multi-
channel hybrid system. We examine the saturation throughput 
of the OFDMA-employed wireless  LAN  with  respect  to  the  
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VII. CONCLUSION 
The rapid growth of demand for high-speed WLAN has 

driven intense research to enhance the throughput by employing 
a variety of medium access control (MAC) mechanisms. The 
efficiency of MAC plays a major role to enhance the throughput 
of a Wireless LAN system. One of the promising access 
mechanisms for MAC is orthogonal frequency division 
multiple access (OFDMA). In this paper, we propose an 
OFDMA-based MAC protocol named ‘HTFA’ which employs 
a hybrid mechanism for channel access. HTFA will provide 
high throughput of data as well as maintains improved fair 
access policy to the medium among the terminals. The main 
distinguishing feature of our proposed protocol is its uniqueness 
in distributing the sub-channels to the terminals. We perform 
rigorous simulations with network simulator-3 that is presented 
in Section VI. Simulation results confirm validation of our 
protocol in terms of throughput, collision reduction and 
fairness. We get these advantages at the expense of increased 
complexity in the channel distribution procedure. Still, we 
convinced that there would be a tremendous tradeoff of the 
proposed protocol. Theoretical analysis of saturation 
throughput of the HTFA protocol is also evaluated in Section V 
employing an ideal comprehensive model.  

Through simulation, we also able to approximate the number 
of sub-channels in accordance with the number of participating 
terminals in a wireless LAN where all sub-channels are equally 
dispersed. Throughout the article, we consider the sub-channels 
are of equal length to avoid complexity and to keep within the 
scope of the paper. However, it is also urged to establish a 
model and carry out simulations and mathematical analysis for 
varying sub-channel length which might be subject to future 
research.  
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Fig. 13. Saturated throughput with respect to the backoff slot duration

TABLE II
SIMULATION PARAMETERS FOR PROTOCOL COMPARISON

Parameters Value
Slot time 10 µs
Packet length 1500 bytes
Total channel bandwidth 54 Mbit/sec
Number of stations 3
Number of sub-channels 3
CWmin 32
CWmax 1024
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TABLE III
TOTAL THROUGHPUT AND MAX-MIN FAIRNESS COMPARISON

Metric CM-CSMA/CA SRMC-CSMA/CA HTFA
T (Mbit/sec) 41.20 47.6 49.3

F 0.31 0.07 0.05

backoff slot duration ranges from 20-120 μs. Fig. 13 shows the 
outcome where 10 stations actively participate. As we expected, 
the saturation throughput reduces as the backoff slot duration 
increases and vice-versa. Nevertheless, the OFDMA-employed 
multi-channel system still provides more throughput than the 
single-channel system up to a certain value of the backoff slot 
duration, for example, up to about 82 microseconds for M=3 

sub-channels. As the number of sub-channels increases, the 
outperforming range of the backoff slot duration increases and 
vice-versa.

B. Protocol Comparison 
Here, we use the symbol li to denote the traffic load and ti to 

denote achieved throughput of the ith terminal. Obviously, ti ≤ li.
As traffic loads of different terminals may vary significantly, 
we wish to find normalized throughput (ti/li) for a fair 
comparison. We use two different metrics to examine the 
performance efficiency of our designed protocol. These two 
metrics are total throughput of the network denoted by T and 
the max-min fairness denoted by F which are measured 
according to the following equations:

                                      𝑇𝑇 = ∑ 𝑡𝑡𝑖𝑖𝑁𝑁
𝑖𝑖=1                            (9) 

                                     𝐹𝐹 = max 𝑡𝑡𝑖𝑖
𝑙𝑙𝑖𝑖
−min 𝑡𝑡𝑖𝑖

𝑙𝑙𝑖𝑖
                            (10) 

Table II listed the simulation parameters for subsequent 
experiments. We assume terminals generate packets according 
to Poisson distribution and different terminals may have 
different traffic loads. We compare our HTFA protocol with the 
CM-CSMA/CA protocol proposed in [3] and SRMC-
CSMA/CA protocol proposed in [4] in the following scenario.

We conduct simulation for three terminals having loads 12, 
18 and 24 Megabits respectively and we referred those as low 
load, medium load and high load terminal. We assume total 
bandwidth of the whole channel is 54 Mbit/sec and the channel 
is evenly partitioned into three sub-channels. Thus, each of the 
sub-channels gains a bandwidth of 18 Mbit/s. The normalized 
throughput of all terminals (low, medium and high load) is
measured for the intended three protocols and is shown in Fig. 
14. Analyzing the CM-CSMA/CA protocol, we see the 
normalized throughput reduces significantly with the increases 
in the traffic load. In CM-CSMA/CA protocol, one terminal can 
access only one sub-channel in most cases and hence the 
normalized throughput of the high load terminal does not
exceed 0.60. On the other hand, according to HTFA and 
SRMC-CSMA/CA protocol, any terminal could acquire
multiple sub-channels and transmits data concurrently. 
Therefore, the normalized throughput of the high load terminal
is not bounded by the bandwidth of an individual sub-channel. 
We also observe that the normalized throughput of all the three 
types of loads is above 0.81 of HTFA and SRMC-CSMA/CA 
protocol. However, HTFA performs slightly better than SRMC-
CSMA/CA due to less contention and less collision ensured by 
HTFA. 

The overall throughput and max-min fairness comparisons 
are summarized in Table III. The terminals in HTFA will not 
contend for sub-channel access rather than sub-channels are 
dedicated to the terminals if the number of terminals (N) is 
smaller or equal to the number of sub-channels (M). If N ≤ M, 
terminals monopolize the sub-channel access and there is no 
random backoff slot. Thus, HTFA provides higher throughput 
than CM-CSMA/CA and SRMC-CSMA/CA. Our HTFA 
protocol employs a hybrid mechanism to distribute the sub-
channels among the terminals. Thus, its max-min fairness is 
promising than CM-CSMA/CA and SRMC-CSMA/CA. 
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Here, we use the symbol li to denote the traffic load and ti to 

denote achieved throughput of the ith terminal. Obviously, ti ≤ li.
As traffic loads of different terminals may vary significantly, 
we wish to find normalized throughput (ti/li) for a fair 
comparison. We use two different metrics to examine the 
performance efficiency of our designed protocol. These two 
metrics are total throughput of the network denoted by T and 
the max-min fairness denoted by F which are measured 
according to the following equations:

                                      𝑇𝑇 = ∑ 𝑡𝑡𝑖𝑖𝑁𝑁
𝑖𝑖=1                            (9) 

                                     𝐹𝐹 = max 𝑡𝑡𝑖𝑖
𝑙𝑙𝑖𝑖
−min 𝑡𝑡𝑖𝑖

𝑙𝑙𝑖𝑖
                            (10) 

Table II listed the simulation parameters for subsequent 
experiments. We assume terminals generate packets according 
to Poisson distribution and different terminals may have 
different traffic loads. We compare our HTFA protocol with the 
CM-CSMA/CA protocol proposed in [3] and SRMC-
CSMA/CA protocol proposed in [4] in the following scenario.

We conduct simulation for three terminals having loads 12, 
18 and 24 Megabits respectively and we referred those as low 
load, medium load and high load terminal. We assume total 
bandwidth of the whole channel is 54 Mbit/sec and the channel 
is evenly partitioned into three sub-channels. Thus, each of the 
sub-channels gains a bandwidth of 18 Mbit/s. The normalized 
throughput of all terminals (low, medium and high load) is
measured for the intended three protocols and is shown in Fig. 
14. Analyzing the CM-CSMA/CA protocol, we see the 
normalized throughput reduces significantly with the increases 
in the traffic load. In CM-CSMA/CA protocol, one terminal can 
access only one sub-channel in most cases and hence the 
normalized throughput of the high load terminal does not
exceed 0.60. On the other hand, according to HTFA and 
SRMC-CSMA/CA protocol, any terminal could acquire
multiple sub-channels and transmits data concurrently. 
Therefore, the normalized throughput of the high load terminal
is not bounded by the bandwidth of an individual sub-channel. 
We also observe that the normalized throughput of all the three 
types of loads is above 0.81 of HTFA and SRMC-CSMA/CA 
protocol. However, HTFA performs slightly better than SRMC-
CSMA/CA due to less contention and less collision ensured by 
HTFA. 

The overall throughput and max-min fairness comparisons 
are summarized in Table III. The terminals in HTFA will not 
contend for sub-channel access rather than sub-channels are 
dedicated to the terminals if the number of terminals (N) is 
smaller or equal to the number of sub-channels (M). If N ≤ M, 
terminals monopolize the sub-channel access and there is no 
random backoff slot. Thus, HTFA provides higher throughput 
than CM-CSMA/CA and SRMC-CSMA/CA. Our HTFA 
protocol employs a hybrid mechanism to distribute the sub-
channels among the terminals. Thus, its max-min fairness is 
promising than CM-CSMA/CA and SRMC-CSMA/CA.
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VII. CONCLUSION 
The rapid growth of demand for high-speed WLAN has 

driven intense research to enhance the throughput by employing 
a variety of medium access control (MAC) mechanisms. The 
efficiency of MAC plays a major role to enhance the throughput 
of a Wireless LAN system. One of the promising access 
mechanisms for MAC is orthogonal frequency division 
multiple access (OFDMA). In this paper, we propose an 
OFDMA-based MAC protocol named ‘HTFA’ which employs 
a hybrid mechanism for channel access. HTFA will provide 
high throughput of data as well as maintains improved fair 
access policy to the medium among the terminals. The main 
distinguishing feature of our proposed protocol is its uniqueness 
in distributing the sub-channels to the terminals. We perform 
rigorous simulations with network simulator-3 that is presented 
in Section VI. Simulation results confirm validation of our 
protocol in terms of throughput, collision reduction and 
fairness. We get these advantages at the expense of increased 
complexity in the channel distribution procedure. Still, we 
convinced that there would be a tremendous tradeoff of the 
proposed protocol. Theoretical analysis of saturation 
throughput of the HTFA protocol is also evaluated in Section V 
employing an ideal comprehensive model.  

Through simulation, we also able to approximate the number 
of sub-channels in accordance with the number of participating 
terminals in a wireless LAN where all sub-channels are equally 
dispersed. Throughout the article, we consider the sub-channels 
are of equal length to avoid complexity and to keep within the 
scope of the paper. However, it is also urged to establish a 
model and carry out simulations and mathematical analysis for 
varying sub-channel length which might be subject to future 
research.  
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Fig. 13. Saturated throughput with respect to the backoff slot duration

TABLE II
SIMULATION PARAMETERS FOR PROTOCOL COMPARISON

Parameters Value
Slot time 10 µs
Packet length 1500 bytes
Total channel bandwidth 54 Mbit/sec
Number of stations 3
Number of sub-channels 3
CWmin 32
CWmax 1024

Fig. 14. Normalized throughput of stations having different traffic loads

TABLE III
TOTAL THROUGHPUT AND MAX-MIN FAIRNESS COMPARISON

Metric CM-CSMA/CA SRMC-CSMA/CA HTFA
T (Mbit/sec) 41.20 47.6 49.3

F 0.31 0.07 0.05

backoff slot duration ranges from 20-120 μs. Fig. 13 shows the 
outcome where 10 stations actively participate. As we expected, 
the saturation throughput reduces as the backoff slot duration 
increases and vice-versa. Nevertheless, the OFDMA-employed 
multi-channel system still provides more throughput than the 
single-channel system up to a certain value of the backoff slot 
duration, for example, up to about 82 microseconds for M=3 

sub-channels. As the number of sub-channels increases, the 
outperforming range of the backoff slot duration increases and 
vice-versa.

B. Protocol Comparison 
Here, we use the symbol li to denote the traffic load and ti to 

denote achieved throughput of the ith terminal. Obviously, ti ≤ li.
As traffic loads of different terminals may vary significantly, 
we wish to find normalized throughput (ti/li) for a fair 
comparison. We use two different metrics to examine the 
performance efficiency of our designed protocol. These two 
metrics are total throughput of the network denoted by T and 
the max-min fairness denoted by F which are measured 
according to the following equations:

                                      𝑇𝑇 = ∑ 𝑡𝑡𝑖𝑖𝑁𝑁
𝑖𝑖=1                            (9) 

                                     𝐹𝐹 = max 𝑡𝑡𝑖𝑖
𝑙𝑙𝑖𝑖
−min 𝑡𝑡𝑖𝑖

𝑙𝑙𝑖𝑖
                            (10) 

Table II listed the simulation parameters for subsequent 
experiments. We assume terminals generate packets according 
to Poisson distribution and different terminals may have 
different traffic loads. We compare our HTFA protocol with the 
CM-CSMA/CA protocol proposed in [3] and SRMC-
CSMA/CA protocol proposed in [4] in the following scenario.

We conduct simulation for three terminals having loads 12, 
18 and 24 Megabits respectively and we referred those as low 
load, medium load and high load terminal. We assume total 
bandwidth of the whole channel is 54 Mbit/sec and the channel 
is evenly partitioned into three sub-channels. Thus, each of the 
sub-channels gains a bandwidth of 18 Mbit/s. The normalized 
throughput of all terminals (low, medium and high load) is
measured for the intended three protocols and is shown in Fig. 
14. Analyzing the CM-CSMA/CA protocol, we see the 
normalized throughput reduces significantly with the increases 
in the traffic load. In CM-CSMA/CA protocol, one terminal can 
access only one sub-channel in most cases and hence the 
normalized throughput of the high load terminal does not
exceed 0.60. On the other hand, according to HTFA and 
SRMC-CSMA/CA protocol, any terminal could acquire
multiple sub-channels and transmits data concurrently. 
Therefore, the normalized throughput of the high load terminal
is not bounded by the bandwidth of an individual sub-channel. 
We also observe that the normalized throughput of all the three 
types of loads is above 0.81 of HTFA and SRMC-CSMA/CA 
protocol. However, HTFA performs slightly better than SRMC-
CSMA/CA due to less contention and less collision ensured by 
HTFA. 

The overall throughput and max-min fairness comparisons 
are summarized in Table III. The terminals in HTFA will not 
contend for sub-channel access rather than sub-channels are 
dedicated to the terminals if the number of terminals (N) is 
smaller or equal to the number of sub-channels (M). If N ≤ M, 
terminals monopolize the sub-channel access and there is no 
random backoff slot. Thus, HTFA provides higher throughput 
than CM-CSMA/CA and SRMC-CSMA/CA. Our HTFA 
protocol employs a hybrid mechanism to distribute the sub-
channels among the terminals. Thus, its max-min fairness is 
promising than CM-CSMA/CA and SRMC-CSMA/CA.
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VII. CONCLUSION 
The rapid growth of demand for high-speed WLAN has 

driven intense research to enhance the throughput by employing 
a variety of medium access control (MAC) mechanisms. The 
efficiency of MAC plays a major role to enhance the throughput 
of a Wireless LAN system. One of the promising access 
mechanisms for MAC is orthogonal frequency division 
multiple access (OFDMA). In this paper, we propose an 
OFDMA-based MAC protocol named ‘HTFA’ which employs 
a hybrid mechanism for channel access. HTFA will provide 
high throughput of data as well as maintains improved fair 
access policy to the medium among the terminals. The main 
distinguishing feature of our proposed protocol is its uniqueness 
in distributing the sub-channels to the terminals. We perform 
rigorous simulations with network simulator-3 that is presented 
in Section VI. Simulation results confirm validation of our 
protocol in terms of throughput, collision reduction and 
fairness. We get these advantages at the expense of increased 
complexity in the channel distribution procedure. Still, we 
convinced that there would be a tremendous tradeoff of the 
proposed protocol. Theoretical analysis of saturation 
throughput of the HTFA protocol is also evaluated in Section V 
employing an ideal comprehensive model.  

Through simulation, we also able to approximate the number 
of sub-channels in accordance with the number of participating 
terminals in a wireless LAN where all sub-channels are equally 
dispersed. Throughout the article, we consider the sub-channels 
are of equal length to avoid complexity and to keep within the 
scope of the paper. However, it is also urged to establish a 
model and carry out simulations and mathematical analysis for 
varying sub-channel length which might be subject to future 
research.  
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VII. CONCLUSION 
The rapid growth of demand for high-speed WLAN has 

driven intense research to enhance the throughput by employing 
a variety of medium access control (MAC) mechanisms. The 
efficiency of MAC plays a major role to enhance the throughput 
of a Wireless LAN system. One of the promising access 
mechanisms for MAC is orthogonal frequency division 
multiple access (OFDMA). In this paper, we propose an 
OFDMA-based MAC protocol named ‘HTFA’ which employs 
a hybrid mechanism for channel access. HTFA will provide 
high throughput of data as well as maintains improved fair 
access policy to the medium among the terminals. The main 
distinguishing feature of our proposed protocol is its uniqueness 
in distributing the sub-channels to the terminals. We perform 
rigorous simulations with network simulator-3 that is presented 
in Section VI. Simulation results confirm validation of our 
protocol in terms of throughput, collision reduction and 
fairness. We get these advantages at the expense of increased 
complexity in the channel distribution procedure. Still, we 
convinced that there would be a tremendous tradeoff of the 
proposed protocol. Theoretical analysis of saturation 
throughput of the HTFA protocol is also evaluated in Section V 
employing an ideal comprehensive model.  

Through simulation, we also able to approximate the number 
of sub-channels in accordance with the number of participating 
terminals in a wireless LAN where all sub-channels are equally 
dispersed. Throughout the article, we consider the sub-channels 
are of equal length to avoid complexity and to keep within the 
scope of the paper. However, it is also urged to establish a 
model and carry out simulations and mathematical analysis for 
varying sub-channel length which might be subject to future 
research.  
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Abstract—Opportunistic data structures are used extensively
in big data practice to break down the massive storage space
requirements of processing large volumes of information. A data
structure is called (singly) opportunistic if it takes advantage of
the redundancy in the input in order to store it in information-
theoretically minimum space. Yet, efficient data processing re-
quires a separate index alongside the data, whose size often
substantially exceeds that of the compressed information. In this
paper, we introduce doubly opportunistic data structures to not
only attain best possible compression on the input data but also
on the index. We present R3D3 that encodes a bitvector of length
n and Shannon entropy H0 to nH0 bits and the accompanying
index to nH0(1/2 + O(logC/C)) bits, thus attaining provably
minimum space (up to small error terms) on both the data and
the index, and supports a rich set of queries to arbitrary position
in the compressed bitvector in O(C) time when C = o(log n).
Our R3D3 prototype attains several times space reduction beyond
known compression techniques on a wide range of synthetic and
real data sets, while it supports operations on the compressed
data at comparable speed.

Index Terms—succinct and compressed data structures, com-
pressed self-indexes, big data, packet forwarding

I. INTRODUCTION

Recently, the exponential growth of available electronic
information has created new challenges in data mining, ma-
chine learning, pattern analysis, and networking, as the sheer
volume of data to be stored, transferred, and processed online
has greatly surpassed the increase in memory, disk, and link
capacities of current computers and computer networks [1],
[2]. Space reduction for massive data processing applications
is an attractive choice to tackle these challenges, as storage
space is fundamentally related to the time it takes to process
data [3]. In fact, by making better use of cache and memory
levels closer to the processor, waiving the painful cost of disk
accesses, and utilizing processor–memory bandwidth more
efficiently, space reduction techniques can make processing
of unprecedentedly large quantities of data feasible even in
resource-constrained environments. Ultimately, the goal is to
store data in memory in a compact or compressed format and
still operate directly on it without any major performance hit
compared to a naive, uncompressed representation [4].

Succinct and compressed data structures are a relatively
new development in theoretical computer science that promise
with substantial decrease in the memory footprint of big data
operations, by storing sequential or structured static data in a
compressed but readily accessible, queryable, and manipula-

ble format [5]. Applications encompass essentially the entire
field of computer science, from space-efficient encodings of
ordered sets, sparse bitmaps, partial sums, binary relations,
range queries, and arbitrary sets supporting predecessor and
successor search [6]–[9], ordinal and labeled trees [6], [9]–[13]
and general graphs [6], [14], indexing massive textual data [5],
[12], [15]–[19], top-k document retrieval, suffix trees, arrays,
and inverted indexes in information retrieval systems [12],
[16], [19]–[22], point grid queries in computational geometry
[22] and genome compression in computational biology [23],
[24], all the way to key-value stores, log analytics, machine
learning, data mining, and big data applications [4], [25].

The cornerstone of these schemes is a compressed bitvector
representation that encodes an arbitrary bitmap in very small
space and, at the same time, implements some simple opera-
tions, namely access, rank, and select queries (see later), right
on this compactified format [6], [15], [17], [26]–[30]. Such
compressed bitvectors can then be used to build composite
data structures and construct complex queries on them [6].
As recently shown, for instance, such compressed bitvectors
can be used to construct a space-efficient representation for
Internet routers’ forwarding tables (FIBs) [31]. The resultant
compressed IP FIBs have been shown to squeeze the rout-
ing table of a contemporary IPv4 router, counting beyond
500,000 prefixes, to a mere 70–200 Kbytes of memory, while
supporting wire-speed longest-prefix matching right on the
compressed form.

Space usage of any queryable data structure boils down
to two elementary components: the space for storing the
data itself, plus some additional space for an index into the
data that guarantees fast access [25]. In this setting, the data
component constitutes the useful information and the index is
pure redundancy, whose size should be minimized as much
as possible. The first technique to attain worst-case-optimal
storage space on both the data and the index components was
the succinct bitvector and ordered-tree data structures due
to Jacobson [6] (but see also [15]). The memory footprint
was further reduced by Ferragina and Manzini, who intro-
duced opportunistic data structures that attain information-
theoretically minimal entropy-constrained storage space on
the data component [20]. Their data structures are called
(singly) opportunistic in that they can take advantage of the
compressibility of the input by decreasing the space occupancy
beyond the worst-case limit, at no significant slowdown in
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Figure 1: A sample bitvector.

tic compression approach is the RRR compressed bitvector
scheme due to Raman, Raman, and Rao [12], attaining nH0

bits on the data and O(n log log n
log n ) = o(n) bits on the index,

where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
select queries in optimal O(1) time. Today, the RRR scheme
serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
entire spectrum of compressed information processing [12],
[16], [18], [19], [27], [29].

A major shortcoming of compressed information processing
is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
compression and hindering engineering applications [27]–[30].
To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
compression method [15] for block-encoding the data, to attain
nH0 + nH0(

1
2 + O( logC

C )) bits of space and random access
and rank queries in O(C) time and select in O(logn) when
C = o(logn) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.

II. COMPRESSED BITVECTOR INDEXING

In this section we give an overview on succinct and com-
pressed data structures and we describe the RRR and the Elias-
Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set

to 1 in t is called the population (or popcount) and the ratio
of the population and n is the empirical probability p of 1s
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Figure 2: Sketch of the RRR encoding scheme.

in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(log n)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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paper, we introduce doubly opportunistic data structures to not
only attain best possible compression on the input data but also on
the index. We present R3D3 that encodes a bitvector of length n
and Shannon entropy H0 to nH0 bits and the accompanying index
to nH0(1/2 +O(logC/C)) bits, thus attaining provably minimum
space (up to small error terms) on both the data and the index,
and supports a rich set of queries to arbitrary position in the
compressed bitvector in O(C) time when C = o(log n). Our
R3D3 prototype attains several times space reduction beyond
known compression techniques on a wide range of synthetic and
real data sets, while it supports operations on the compressed
data at comparable speed.

Keywords—succinct and compressed data structures, compressed
self-indexes, big data, packet forwarding

I. INTRODUCTION

Recently, the exponential growth of available electronic
information has created new challenges in data mining, ma-
chine learning, pattern analysis, and networking, as the sheer
volume of data to be stored, transferred, and processed online
has greatly surpassed the increase in memory, disk, and link
capacities of current computers and computer networks [1],
[2]. Space reduction for massive data processing applications is
an attractive choice to tackle these challenges, as storage space
is fundamentally related to the time it takes to process data [3].
In fact, by making better use of cache and memory levels closer
to the processor, waiving the painful cost of disk accesses, and
utilizing processor–memory bandwidth more efficiently, space
reduction techniques can make processing of unprecedentedly
large quantities of data feasible even in resource-constrained
environments. Ultimately, the goal is to store data in memory
in a compact or compressed format and still operate directly
on it without any major performance hit compared to a naive,
uncompressed representation [4].

Succinct and compressed data structures are a relatively
new development in theoretical computer science that promise
with substantial decrease in the memory footprint of big data
operations, by storing sequential or structured static data in a

compressed but readily accessible, queryable, and manipula-
ble format [5]. Applications encompass essentially the entire
field of computer science, from space-efficient encodings of
ordered sets, sparse bitmaps, partial sums, binary relations,
range queries, and arbitrary sets supporting predecessor and
successor search [6]–[9], ordinal and labeled trees [6], [9]–[13]
and general graphs [6], [14], indexing massive textual data [5],
[12], [15]–[19], top-k document retrieval, suffix trees, arrays,
and inverted indexes in information retrieval systems [12],
[16], [19]–[22], point grid queries in computational geometry
[22] and genome compression in computational biology [23],
[24], all the way to key-value stores, log analytics, machine
learning, data mining, and big data applications [4], [25].

The cornerstone of these schemes is a compressed bitvector
representation that encodes an arbitrary bitmap in very small
space and, at the same time, implements some simple opera-
tions, namely access, rank, and select queries (see later), right
on this compactified format [6], [15], [17], [26]–[30]. Such
compressed bitvectors can then be used to build composite
data structures and construct complex queries on them [6].
As recently shown, for instance, such compressed bitvectors
can be used to construct a space-efficient representation for
Internet routers’ forwarding tables (FIBs) [31]. The resultant
compressed IP FIBs have been shown to squeeze the routing
table of a contemporary IPv4 router, counting beyond 500,000
prefixes, to a mere 70–200 kbytes of memory, while supporting
wire-speed longest-prefix matching right on the compressed
form.

Space usage of any queryable data structure boils down
to two elementary components: the space for storing the
data itself, plus some additional space for an index into the
data that guarantees fast access [25]. In this setting, the data
component constitutes the useful information and the index is
pure redundancy, whose size should be minimized as much
as possible. The first technique to attain worst-case-optimal
storage space on both the data and the index components was
the succinct bitvector and ordered-tree data structures due
to Jacobson [6] (but see also [15]). The memory footprint
was further reduced by Ferragina and Manzini, who intro-
duced opportunistic data structures that attain information-
theoretically minimal entropy-constrained storage space on
the data component [20]. Their data structures are called
(singly) opportunistic in that they can take advantage of the
compressibility of the input by decreasing the space occupancy
beyond the worst-case limit, at no significant slowdown in
query performance. A good example for such an opportunis-
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Figure 1: A sample bitvector.

tic compression approach is the RRR compressed bitvector
scheme due to Raman, Raman, and Rao [12], attaining nH0

bits on the data and O(n log log n
log n ) = o(n) bits on the index,

where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
select queries in optimal O(1) time. Today, the RRR scheme
serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
entire spectrum of compressed information processing [12],
[16], [18], [19], [27], [29].

A major shortcoming of compressed information processing
is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
compression and hindering engineering applications [27]–[30].
To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
compression method [15] for block-encoding the data, to attain
nH0 + nH0(

1
2 + O( logC

C )) bits of space and random access
and rank queries in O(C) time and select in O(logn) when
C = o(log n) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.

II. COMPRESSED BITVECTOR INDEXING

In this section we give an overview on succinct and com-
pressed data structures and we describe the RRR and the Elias-
Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set

to 1 in t is called the population (or popcount) and the ratio
of the population and n is the empirical probability p of 1s
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Figure 2: Sketch of the RRR encoding scheme.

in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(logn)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
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serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
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is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
compression and hindering engineering applications [27]–[30].
To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
compression method [15] for block-encoding the data, to attain
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and rank queries in O(C) time and select in O(logn) when
C = o(log n) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.
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Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set

to 1 in t is called the population (or popcount) and the ratio
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in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(log n)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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b1, b2, . . . of size b = log n
2 bits (see Fig. 2 for an illustra-

tion). Each block bi is encoded with a pair (ci, oi), where
ci = popcount(bi) is the class of bi and oi is the offset,
or the combinatorial rank, of bi, defined as the sequence
number of bi in some fixed enumeration (e.g., lexicographic
order) of all combinations of exactly ci occurrences of 1s on
b bit positions [34]. Storing ci needs log(ci + 1) bits and oi
needs log

(

b
ci

)

, so the block codes (the data component) take
∑

i log(ci + 1) + log
(

b
ci

)

= nH0 +O( n
log n ) bits overall [35].

The indexing scheme in turn groups every consecutive log n
blocks into a superblock. Then, for each superblock the index
stores the starting positions for the block-codes inside it
and the cumulative rank up to the superblock’s beginning,
plus, for each block, the corresponding block-code’s starting
position and the rank at the block’s beginning, both relative
to the superblock that contains it. Cumulatively, this indexing
structure needs O(n log log n

log n ) = o(n) bits of space.
Answering access(t, i) works as follows. As superblocks

and blocks span constant number of bits in t, i uniquely
determines the superblock and the block that contain position
i. We follow first the superblock pointer and then the block
pointer to reach the block-code for the corresponding position,
this can be done in O(1) time. From this point, decoding a
block (the so called combinatorial unranking operation) takes
O(b) = O(logn) time [30], [34], [36]. Solving rank goes
similarly, but this time we also add up the superblock’s and
block’s rank counters along the way, which, together with
the time to unrank the block, takes O(logn) time. Finally,
select binary-searches over superblock and block ranks, again
in O(logn) time.

Experimental studies show that the O(n log log n
log n ) bits size

of the index, although asymptotically small, may outweigh
the data components’ size nH0 substantially, especially for
low-entropy input [27]–[30]. Correspondingly, many schemes
eliminate block-code pointers and rank counters from inside
the superblocks, which tends to save a lot of space at the
cost of degrading block access and rank to a linear search
over the blocks of the superblock, making queries slow. This
scheme is usually referred to as, somewhat confusingly, the
unindexed version of RRR, to distinguish it from the above
described version (with explicit block pointers and ranks inside
superblocks) that is called indexed RRR.

Today, RRR is a popular tool amongst theoreticians and
practitioners and constitutes a fundamental building block for
compressed indexes of complex structured and unstructured
types of information, like trees [13], strings (wavelet trees,
[16]), or IP forwarding tables [31]. Practice has shown, nev-
ertheless, that RRR exhibits a brittle space–time trade-off:
meaningful storage space reduction can only be realized at the
price of sacrificing precious query performance, like adopting
larger block sizes [30] or swapping indexed-RRR to the much
slower unindexed version [33].

C. The Elias-Fano scheme

Elias-Fano coding has been proposed in [15] to store a
bitvector t in nH0 + o(n) space and answer select1 queries
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Figure 3: Elias-Fano encoding scheme: (a) MSB bucketing on
the characteristic vector (5, 7, 13), and (b) EF encoding.

O(1) time, with no support for rank and access. Herein, we
describe an alternative scheme EF that attains nH0+o(m) bits
of space and needs O(m) for access, select, and rank, where
m = popcount(t) (see also [12], [22], [25], [27], [37]).

The idea of EF is to encode the characteristic vector
{x1, x2, . . . , xm} of t, where xi = select1(t, i) : i ∈
{1, . . . ,m}, instead of t itself. EF uses a technique called MSB
bucketing: group xis according to the most significant logm
bits into buckets, store the l = log n− logm = log n

m lower-
order bits for each xi verbatim in an array (called the Lower-
bits Array, LBA), and store the significant bits as a sequence
of unary encoded gaps in another array (the Upper-bits Array,
UBA) as follows: for each bucket write down as many 1s as
there are xis in the bucket followed by a 0.

Perhaps an example is in order here. In Fig. 3, x1 = 5,
x2 = 7 and x3 = 13, n = 16 and m = 3, so l = �log 16/3� =
2. This means that the LBA will contain the lower l = 2 bits
of each xi verbatim. Further, the bucket size is 2l = 4, and
so the number of xis in each bucket is 0, 2, 0, 1, whose unary
encoding gives the UBA: 0110010 (the last 0 can be omitted).

Storing the m elements of the LBA takes m log n
m bits while

the UBA needs 2logm+m = O(m) bits, as there are as many
0s as there are buckets plus m bits set to 1 for each xi in
i ∈ {1, . . . ,m}. Finally, we need an additional logm bits to
store m, which we omit here for reasons that will be made
clear later. The overall size of EF is m log n

m + 2logm +m =
nH0+O(m) bits, where the data component (the LBA) takes
nH0 bits and the index (the UBA) takes another O(m).

Now, answering access(t, i) goes as follows. First, we find
the bucket q that contains position i: q = i

2l
, then we find

the run of 1s in the UBA that corresponds to the q-th bucket:
z = select0(UBA, q); we observe that there were exactly z−q
occurrences of 1s in the UBA before position z so we scan
the LBA leftward from position (z − q)l, decoding at most 2l
elements xj of the characteristic vector; if for some xj = i
then the result of the query is 1, otherwise 0. For instance,
access(t, 6) = 0 in Fig. 3, as position 6 is in the second bucket
thus the MSB is 01, q = select0(UBA, 2) = 4 so up until the
end of the second bucket there were 4−2 = 2 bits set to 1, and
decoding the LBA from the second entry leftward, combined
with the MSB 01, yields first 7 and then 5, at which point
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where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
select queries in optimal O(1) time. Today, the RRR scheme
serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
entire spectrum of compressed information processing [12],
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A major shortcoming of compressed information processing
is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
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To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
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C = o(log n) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.
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In this section we give an overview on succinct and com-
pressed data structures and we describe the RRR and the Elias-
Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set
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in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(log n)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
select queries in optimal O(1) time. Today, the RRR scheme
serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
entire spectrum of compressed information processing [12],
[16], [18], [19], [27], [29].

A major shortcoming of compressed information processing
is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
compression and hindering engineering applications [27]–[30].
To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
compression method [15] for block-encoding the data, to attain
nH0 + nH0(

1
2 + O( logC

C )) bits of space and random access
and rank queries in O(C) time and select in O(logn) when
C = o(logn) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.

II. COMPRESSED BITVECTOR INDEXING

In this section we give an overview on succinct and com-
pressed data structures and we describe the RRR and the Elias-
Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set

to 1 in t is called the population (or popcount) and the ratio
of the population and n is the empirical probability p of 1s
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in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(logn)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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tic compression approach is the RRR compressed bitvector
scheme due to Raman, Raman, and Rao [12], attaining nH0

bits on the data and O(n log log n
log n ) = o(n) bits on the index,

where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
select queries in optimal O(1) time. Today, the RRR scheme
serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
entire spectrum of compressed information processing [12],
[16], [18], [19], [27], [29].

A major shortcoming of compressed information processing
is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
compression and hindering engineering applications [27]–[30].
To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
compression method [15] for block-encoding the data, to attain
nH0 + nH0(

1
2 + O( logC

C )) bits of space and random access
and rank queries in O(C) time and select in O(logn) when
C = o(log n) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.

II. COMPRESSED BITVECTOR INDEXING

In this section we give an overview on succinct and com-
pressed data structures and we describe the RRR and the Elias-
Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set

to 1 in t is called the population (or popcount) and the ratio
of the population and n is the empirical probability p of 1s
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in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(logn)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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tic compression approach is the RRR compressed bitvector
scheme due to Raman, Raman, and Rao [12], attaining nH0

bits on the data and O(n log log n
log n ) = o(n) bits on the index,

where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
select queries in optimal O(1) time. Today, the RRR scheme
serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
entire spectrum of compressed information processing [12],
[16], [18], [19], [27], [29].

A major shortcoming of compressed information processing
is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
compression and hindering engineering applications [27]–[30].
To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
compression method [15] for block-encoding the data, to attain
nH0 + nH0(

1
2 + O( logC

C )) bits of space and random access
and rank queries in O(C) time and select in O(logn) when
C = o(log n) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.

II. COMPRESSED BITVECTOR INDEXING

In this section we give an overview on succinct and com-
pressed data structures and we describe the RRR and the Elias-
Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set

to 1 in t is called the population (or popcount) and the ratio
of the population and n is the empirical probability p of 1s
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in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(logn)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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tic compression approach is the RRR compressed bitvector
scheme due to Raman, Raman, and Rao [12], attaining nH0

bits on the data and O(n log log n
log n ) = o(n) bits on the index,

where n is the length of the input and H0 is the zero-order
empirical entropy [32], while supporting access, rank, and
select queries in optimal O(1) time. Today, the RRR scheme
serves as the major building block for space-efficient data
processing techniques, enjoying wide-scale use throughout the
entire spectrum of compressed information processing [12],
[16], [18], [19], [27], [29].

A major shortcoming of compressed information processing
is, however, that the storage size of the index can signifi-
cantly outweigh (up to and beyond 8 times, [4]) that of the
data, taking a huge toll on the storage efficiency of data
compression and hindering engineering applications [27]–[30].
To address this limitation, in this paper we introduce the
concept of doubly opportunistic data structures, which, as
opposed to conventional opportunistic schemes that compress
only the data component, achieve information-theoretically
minimal entropy-constrained space both on the data and the
index at the same time. We present R3D3 (“RRR–Developed
Data structure for big Data”), which combines the storage
scheme of RRR for encoding the index and the Elias-Fano
compression method [15] for block-encoding the data, to attain
nH0 + nH0(

1
2 + O( logC

C )) bits of space and random access
and rank queries in O(C) time and select in O(logn) when
C = o(log n) constant. R3D3 thusly not only attains provably
maximum compression (up to small error terms) on both the
data and the index, and hence qualifies as the first doubly-
opportunistic bitvector compression scheme, but it also allows
to realize many interesting engineering trade-offs between
storage space and query time by fine-tuning the constant C.
By comprehensive evaluations on synthetic data sets and a real
data corpus we show that R3D3 achieves from 2 up to 10 times
smaller space than RRR while supporting queries in similar,
or slightly worse, performance.

The rest of the paper is structured as follows. In Section II
we review bitvector compression, in Section III we introduce
R3D3 and give a detailed space–time analysis, in Section IV
we present the results of our benchmarks, and finally we
conclude our work in Section V.

II. COMPRESSED BITVECTOR INDEXING

In this section we give an overview on succinct and com-
pressed data structures and we describe the RRR and the Elias-
Fano coding schemes in some detail.

A. Notations and Definitions
Let t be a bitvector with length n. The number of bits set

to 1 in t is called the population (or popcount) and the ratio
of the population and n is the empirical probability p of 1s
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in t. Our aim is to build a compact representation for t that
supports the following queries efficiently:
• access(t, i): return the i-th bit of t;
• rankq(t, i): return the number of occurrences of symbol

q in t[1, i];
• selectq(t, i): return the position of the i-th occurrence of

symbol q in t.
Consider the example in Fig. 1. Here, n = 16, p = 3/16 and

popcount(t) = 3, the query access(t, 5) = 1 tells that the
bit at position 5 is set, rank1(t, 8) = 2 gives the number of
bits set to 1 up to and counting the 8-th position, and finally
select1(t, 2) = 7 indicates that the second set bit occurs at
position 7. Notice that rank and select are “dual” in that if
select1(t, i) = m then rank1(t,m) = i. Further, rank0(t, i) +
rank1(t, i) = i but the same does not hold for select.

A succinct encoding of t will store t on worst-case minimum
n+o(n) bits of space (the uncompressed representation would
need n bits and the error term o(n) vanishes asymptotically)
and implement access, rank, and select “fast” (preferably in
O(1)). The naive “bitmap” representation is not succinct in this
sense since it fails the second requirement; rank and select
would need a linear sweep through the bitmap, taking O(n)
time. A compressed encoding of t, on the other hand, reduces
the memory footprint beyond the worst-case limit, if the input
is compressible, to nH0+o(n) bits, where H0 is the zero-order
empirical entropy (or the Shannon entropy) of t:

H0 = p log
1

p
+ (1− p) log

1

1− p
≤ 1 ,

without any performance penalty on the performance of
queries. Note that all our logarithms are base 2. For brevity’s
sake, we shall mostly omit rounding our logarithms to integers
in the forthcoming analyses wherever this does not affect the
validity of the results.

B. A Scheme due to Raman, Raman, and Rao
Raman, Raman, and Rao introduced the first compressed

data structure for bitmaps, usually referred to as RRR, that
solves access and rank queries in constant time [12]. In this
paper, we describe a modified encoding due to Navarro and
Providel [30], which, although needs slightly worse O(log n)
time for queries, proved much more space- and time-efficient
in practical implementations [33].

RRR comprises a block-coding component to encode the
useful data and an indexing scheme to support queries to
the blocks [27]–[30]. The structure partitions t into blocks
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b1, b2, . . . of size b = log n
2 bits (see Fig. 2 for an illustra-

tion). Each block bi is encoded with a pair (ci, oi), where
ci = popcount(bi) is the class of bi and oi is the offset,
or the combinatorial rank, of bi, defined as the sequence
number of bi in some fixed enumeration (e.g., lexicographic
order) of all combinations of exactly ci occurrences of 1s on
b bit positions [34]. Storing ci needs log(ci + 1) bits and oi
needs log

(

b
ci

)

, so the block codes (the data component) take
∑

i log(ci + 1) + log
(

b
ci

)

= nH0 +O( n
log n ) bits overall [35].

The indexing scheme in turn groups every consecutive log n
blocks into a superblock. Then, for each superblock the index
stores the starting positions for the block-codes inside it
and the cumulative rank up to the superblock’s beginning,
plus, for each block, the corresponding block-code’s starting
position and the rank at the block’s beginning, both relative
to the superblock that contains it. Cumulatively, this indexing
structure needs O(n log log n

log n ) = o(n) bits of space.
Answering access(t, i) works as follows. As superblocks

and blocks span constant number of bits in t, i uniquely
determines the superblock and the block that contain position
i. We follow first the superblock pointer and then the block
pointer to reach the block-code for the corresponding position,
this can be done in O(1) time. From this point, decoding a
block (the so called combinatorial unranking operation) takes
O(b) = O(log n) time [30], [34], [36]. Solving rank goes
similarly, but this time we also add up the superblock’s and
block’s rank counters along the way, which, together with
the time to unrank the block, takes O(logn) time. Finally,
select binary-searches over superblock and block ranks, again
in O(log n) time.

Experimental studies show that the O(n log log n
log n ) bits size

of the index, although asymptotically small, may outweigh
the data components’ size nH0 substantially, especially for
low-entropy input [27]–[30]. Correspondingly, many schemes
eliminate block-code pointers and rank counters from inside
the superblocks, which tends to save a lot of space at the
cost of degrading block access and rank to a linear search
over the blocks of the superblock, making queries slow. This
scheme is usually referred to as, somewhat confusingly, the
unindexed version of RRR, to distinguish it from the above
described version (with explicit block pointers and ranks inside
superblocks) that is called indexed RRR.

Today, RRR is a popular tool amongst theoreticians and
practitioners and constitutes a fundamental building block for
compressed indexes of complex structured and unstructured
types of information, like trees [13], strings (wavelet trees,
[16]), or IP forwarding tables [31]. Practice has shown, nev-
ertheless, that RRR exhibits a brittle space–time trade-off:
meaningful storage space reduction can only be realized at the
price of sacrificing precious query performance, like adopting
larger block sizes [30] or swapping indexed-RRR to the much
slower unindexed version [33].

C. The Elias-Fano scheme

Elias-Fano coding has been proposed in [15] to store a
bitvector t in nH0 + o(n) space and answer select1 queries
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Figure 3: Elias-Fano encoding scheme: (a) MSB bucketing on
the characteristic vector (5, 7, 13), and (b) EF encoding.

O(1) time, with no support for rank and access. Herein, we
describe an alternative scheme EF that attains nH0+o(m) bits
of space and needs O(m) for access, select, and rank, where
m = popcount(t) (see also [12], [22], [25], [27], [37]).

The idea of EF is to encode the characteristic vector
{x1, x2, . . . , xm} of t, where xi = select1(t, i) : i ∈
{1, . . . ,m}, instead of t itself. EF uses a technique called MSB
bucketing: group xis according to the most significant logm
bits into buckets, store the l = log n− logm = log n

m lower-
order bits for each xi verbatim in an array (called the Lower-
bits Array, LBA), and store the significant bits as a sequence
of unary encoded gaps in another array (the Upper-bits Array,
UBA) as follows: for each bucket write down as many 1s as
there are xis in the bucket followed by a 0.

Perhaps an example is in order here. In Fig. 3, x1 = 5,
x2 = 7 and x3 = 13, n = 16 and m = 3, so l = �log 16/3� =
2. This means that the LBA will contain the lower l = 2 bits
of each xi verbatim. Further, the bucket size is 2l = 4, and
so the number of xis in each bucket is 0, 2, 0, 1, whose unary
encoding gives the UBA: 0110010 (the last 0 can be omitted).

Storing the m elements of the LBA takes m log n
m bits while

the UBA needs 2logm+m = O(m) bits, as there are as many
0s as there are buckets plus m bits set to 1 for each xi in
i ∈ {1, . . . ,m}. Finally, we need an additional logm bits to
store m, which we omit here for reasons that will be made
clear later. The overall size of EF is m log n

m + 2logm +m =
nH0+O(m) bits, where the data component (the LBA) takes
nH0 bits and the index (the UBA) takes another O(m).

Now, answering access(t, i) goes as follows. First, we find
the bucket q that contains position i: q = i

2l
, then we find

the run of 1s in the UBA that corresponds to the q-th bucket:
z = select0(UBA, q); we observe that there were exactly z−q
occurrences of 1s in the UBA before position z so we scan
the LBA leftward from position (z − q)l, decoding at most 2l
elements xj of the characteristic vector; if for some xj = i
then the result of the query is 1, otherwise 0. For instance,
access(t, 6) = 0 in Fig. 3, as position 6 is in the second bucket
thus the MSB is 01, q = select0(UBA, 2) = 4 so up until the
end of the second bucket there were 4−2 = 2 bits set to 1, and
decoding the LBA from the second entry leftward, combined
with the MSB 01, yields first 7 and then 5, at which point
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we know the answer is 0. This goes in O(m) time, as just
answering the first select query may require a linear search on
the UBA in the worst case. Note that adding another O(m)
bits would guarantee O(1) random access [22], [37], but we
disregard this option here as it would double the index size.
Solving rank goes similarly, while select is by binary search
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Figure 4: Sketch of the R3D3 encoding scheme, with a
single 16-bit block and the corresponding EF block-code. The
pointers and rank counters and the block classes are encoded
in the RRR index, while the blocks are encoded with EF.

blocks. Then again, EF-coded blocks will be slightly larger
than in RRR, but the gross space reduction we earn on the
index will, hopefully, amply compensate for this loss.

This is the main idea of R3D3: we keep the indexing
structure of RRR but we swap the block-coding component
for the much more efficient EF. Then, we can increase blocks
way beyond what RRR would admit, without major penalty on
query times. The basic structure of R3D3 is given in Fig. 4.

Building the R3D3 encoding goes very similarly to how it
happens with RRR, just the block-coder is now EF instead of
combinatorial ranking/unranking. First, we divide the input t
into superblocks of size s and blocks of size b (we set these
parameters later), build the RRR index, encode the class ci for
each block bi directly and then invoke EF to encode bi. Note
that the input to EF is now the block bi and the length equals
b. Additionally, the number of 1s in bi (the input parameter
m) is exactly ci, so we do not need to store it separately in
EF. To control ci and get better compression we do the usual
trick that if popcount(n) > n

2 then we encode the inverse of
t instead of t. In fact, in our implementation we do this trick
block-wise [33], which yields p ≤ 1

2 and ci ≤ b
2 .

In fact, R3D3 adopts a scheme we call duplicate indexing;
it first invokes the RRR indexes to find the starting position
for each block, then looks up the UBA to index the relevant
entries in the LBA, and finally only a few LBA entries need
to be directly decoded. As the analysis in next section reveals,
this duplicate indexing scheme yields a highly space- and time-
efficient compressed bitvector data structure.

B. Analysis
We fix the superblock size at s = b log n, like in RRR (see

the proofs in the Appendix for the reason); the block size b
will be determined later. With this parameter setting, the result
below gives the storage space and the query times for R3D3.

Theorem 1. Let t be a bitvector of length n, let p =
popcount(t)/n, let H0 be the zero-order empirical entropy of
t, and fix the block size at b. Then, encoding t with R3D3
needs at most

nH0 + np+
n

b
(2 + 3 log b+ 2 log log n)
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b1, b2, . . . of size b = log n
2 bits (see Fig. 2 for an illustra-

tion). Each block bi is encoded with a pair (ci, oi), where
ci = popcount(bi) is the class of bi and oi is the offset,
or the combinatorial rank, of bi, defined as the sequence
number of bi in some fixed enumeration (e.g., lexicographic
order) of all combinations of exactly ci occurrences of 1s on
b bit positions [34]. Storing ci needs log(ci + 1) bits and oi
needs log

(

b
ci

)

, so the block codes (the data component) take
∑

i log(ci + 1) + log
(

b
ci

)

= nH0 +O( n
log n ) bits overall [35].

The indexing scheme in turn groups every consecutive log n
blocks into a superblock. Then, for each superblock the index
stores the starting positions for the block-codes inside it
and the cumulative rank up to the superblock’s beginning,
plus, for each block, the corresponding block-code’s starting
position and the rank at the block’s beginning, both relative
to the superblock that contains it. Cumulatively, this indexing
structure needs O(n log log n

log n ) = o(n) bits of space.
Answering access(t, i) works as follows. As superblocks

and blocks span constant number of bits in t, i uniquely
determines the superblock and the block that contain position
i. We follow first the superblock pointer and then the block
pointer to reach the block-code for the corresponding position,
this can be done in O(1) time. From this point, decoding a
block (the so called combinatorial unranking operation) takes
O(b) = O(logn) time [30], [34], [36]. Solving rank goes
similarly, but this time we also add up the superblock’s and
block’s rank counters along the way, which, together with
the time to unrank the block, takes O(logn) time. Finally,
select binary-searches over superblock and block ranks, again
in O(logn) time.

Experimental studies show that the O(n log log n
log n ) bits size

of the index, although asymptotically small, may outweigh
the data components’ size nH0 substantially, especially for
low-entropy input [27]–[30]. Correspondingly, many schemes
eliminate block-code pointers and rank counters from inside
the superblocks, which tends to save a lot of space at the
cost of degrading block access and rank to a linear search
over the blocks of the superblock, making queries slow. This
scheme is usually referred to as, somewhat confusingly, the
unindexed version of RRR, to distinguish it from the above
described version (with explicit block pointers and ranks inside
superblocks) that is called indexed RRR.

Today, RRR is a popular tool amongst theoreticians and
practitioners and constitutes a fundamental building block for
compressed indexes of complex structured and unstructured
types of information, like trees [13], strings (wavelet trees,
[16]), or IP forwarding tables [31]. Practice has shown, nev-
ertheless, that RRR exhibits a brittle space–time trade-off:
meaningful storage space reduction can only be realized at the
price of sacrificing precious query performance, like adopting
larger block sizes [30] or swapping indexed-RRR to the much
slower unindexed version [33].

C. The Elias-Fano scheme

Elias-Fano coding has been proposed in [15] to store a
bitvector t in nH0 + o(n) space and answer select1 queries
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Figure 3: Elias-Fano encoding scheme: (a) MSB bucketing on
the characteristic vector (5, 7, 13), and (b) EF encoding.

O(1) time, with no support for rank and access. Herein, we
describe an alternative scheme EF that attains nH0+o(m) bits
of space and needs O(m) for access, select, and rank, where
m = popcount(t) (see also [12], [22], [25], [27], [37]).

The idea of EF is to encode the characteristic vector
{x1, x2, . . . , xm} of t, where xi = select1(t, i) : i ∈
{1, . . . ,m}, instead of t itself. EF uses a technique called MSB
bucketing: group xis according to the most significant logm
bits into buckets, store the l = log n− logm = log n

m lower-
order bits for each xi verbatim in an array (called the Lower-
bits Array, LBA), and store the significant bits as a sequence
of unary encoded gaps in another array (the Upper-bits Array,
UBA) as follows: for each bucket write down as many 1s as
there are xis in the bucket followed by a 0.

Perhaps an example is in order here. In Fig. 3, x1 = 5,
x2 = 7 and x3 = 13, n = 16 and m = 3, so l = �log 16/3� =
2. This means that the LBA will contain the lower l = 2 bits
of each xi verbatim. Further, the bucket size is 2l = 4, and
so the number of xis in each bucket is 0, 2, 0, 1, whose unary
encoding gives the UBA: 0110010 (the last 0 can be omitted).

Storing the m elements of the LBA takes m log n
m bits while

the UBA needs 2logm+m = O(m) bits, as there are as many
0s as there are buckets plus m bits set to 1 for each xi in
i ∈ {1, . . . ,m}. Finally, we need an additional logm bits to
store m, which we omit here for reasons that will be made
clear later. The overall size of EF is m log n

m + 2logm +m =
nH0+O(m) bits, where the data component (the LBA) takes
nH0 bits and the index (the UBA) takes another O(m).

Now, answering access(t, i) goes as follows. First, we find
the bucket q that contains position i: q = i

2l
, then we find

the run of 1s in the UBA that corresponds to the q-th bucket:
z = select0(UBA, q); we observe that there were exactly z−q
occurrences of 1s in the UBA before position z so we scan
the LBA leftward from position (z − q)l, decoding at most 2l
elements xj of the characteristic vector; if for some xj = i
then the result of the query is 1, otherwise 0. For instance,
access(t, 6) = 0 in Fig. 3, as position 6 is in the second bucket
thus the MSB is 01, q = select0(UBA, 2) = 4 so up until the
end of the second bucket there were 4−2 = 2 bits set to 1, and
decoding the LBA from the second entry leftward, combined
with the MSB 01, yields first 7 and then 5, at which point
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this can be done in O(1) time. From this point, decoding a
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the data components’ size nH0 substantially, especially for
low-entropy input [27]–[30]. Correspondingly, many schemes
eliminate block-code pointers and rank counters from inside
the superblocks, which tends to save a lot of space at the
cost of degrading block access and rank to a linear search
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scheme is usually referred to as, somewhat confusingly, the
unindexed version of RRR, to distinguish it from the above
described version (with explicit block pointers and ranks inside
superblocks) that is called indexed RRR.

Today, RRR is a popular tool amongst theoreticians and
practitioners and constitutes a fundamental building block for
compressed indexes of complex structured and unstructured
types of information, like trees [13], strings (wavelet trees,
[16]), or IP forwarding tables [31]. Practice has shown, nev-
ertheless, that RRR exhibits a brittle space–time trade-off:
meaningful storage space reduction can only be realized at the
price of sacrificing precious query performance, like adopting
larger block sizes [30] or swapping indexed-RRR to the much
slower unindexed version [33].
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O(1) time, with no support for rank and access. Herein, we
describe an alternative scheme EF that attains nH0+o(m) bits
of space and needs O(m) for access, select, and rank, where
m = popcount(t) (see also [12], [22], [25], [27], [37]).

The idea of EF is to encode the characteristic vector
{x1, x2, . . . , xm} of t, where xi = select1(t, i) : i ∈
{1, . . . ,m}, instead of t itself. EF uses a technique called MSB
bucketing: group xis according to the most significant logm
bits into buckets, store the l = log n− logm = log n

m lower-
order bits for each xi verbatim in an array (called the Lower-
bits Array, LBA), and store the significant bits as a sequence
of unary encoded gaps in another array (the Upper-bits Array,
UBA) as follows: for each bucket write down as many 1s as
there are xis in the bucket followed by a 0.

Perhaps an example is in order here. In Fig. 3, x1 = 5,
x2 = 7 and x3 = 13, n = 16 and m = 3, so l = �log 16/3� =
2. This means that the LBA will contain the lower l = 2 bits
of each xi verbatim. Further, the bucket size is 2l = 4, and
so the number of xis in each bucket is 0, 2, 0, 1, whose unary
encoding gives the UBA: 0110010 (the last 0 can be omitted).

Storing the m elements of the LBA takes m log n
m bits while

the UBA needs 2logm+m = O(m) bits, as there are as many
0s as there are buckets plus m bits set to 1 for each xi in
i ∈ {1, . . . ,m}. Finally, we need an additional logm bits to
store m, which we omit here for reasons that will be made
clear later. The overall size of EF is m log n
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nH0+O(m) bits, where the data component (the LBA) takes
nH0 bits and the index (the UBA) takes another O(m).
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the run of 1s in the UBA that corresponds to the q-th bucket:
z = select0(UBA, q); we observe that there were exactly z−q
occurrences of 1s in the UBA before position z so we scan
the LBA leftward from position (z − q)l, decoding at most 2l
elements xj of the characteristic vector; if for some xj = i
then the result of the query is 1, otherwise 0. For instance,
access(t, 6) = 0 in Fig. 3, as position 6 is in the second bucket
thus the MSB is 01, q = select0(UBA, 2) = 4 so up until the
end of the second bucket there were 4−2 = 2 bits set to 1, and
decoding the LBA from the second entry leftward, combined
with the MSB 01, yields first 7 and then 5, at which point

3

b1, b2, . . . of size b = log n
2 bits (see Fig. 2 for an illustra-

tion). Each block bi is encoded with a pair (ci, oi), where
ci = popcount(bi) is the class of bi and oi is the offset,
or the combinatorial rank, of bi, defined as the sequence
number of bi in some fixed enumeration (e.g., lexicographic
order) of all combinations of exactly ci occurrences of 1s on
b bit positions [34]. Storing ci needs log(ci + 1) bits and oi
needs log

(

b
ci

)

, so the block codes (the data component) take
∑

i log(ci + 1) + log
(

b
ci

)

= nH0 +O( n
log n ) bits overall [35].

The indexing scheme in turn groups every consecutive log n
blocks into a superblock. Then, for each superblock the index
stores the starting positions for the block-codes inside it
and the cumulative rank up to the superblock’s beginning,
plus, for each block, the corresponding block-code’s starting
position and the rank at the block’s beginning, both relative
to the superblock that contains it. Cumulatively, this indexing
structure needs O(n log log n

log n ) = o(n) bits of space.
Answering access(t, i) works as follows. As superblocks

and blocks span constant number of bits in t, i uniquely
determines the superblock and the block that contain position
i. We follow first the superblock pointer and then the block
pointer to reach the block-code for the corresponding position,
this can be done in O(1) time. From this point, decoding a
block (the so called combinatorial unranking operation) takes
O(b) = O(log n) time [30], [34], [36]. Solving rank goes
similarly, but this time we also add up the superblock’s and
block’s rank counters along the way, which, together with
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Figure 3: Elias-Fano encoding scheme: (a) MSB bucketing on
the characteristic vector (5, 7, 13), and (b) EF encoding.

O(1) time, with no support for rank and access. Herein, we
describe an alternative scheme EF that attains nH0+o(m) bits
of space and needs O(m) for access, select, and rank, where
m = popcount(t) (see also [12], [22], [25], [27], [37]).

The idea of EF is to encode the characteristic vector
{x1, x2, . . . , xm} of t, where xi = select1(t, i) : i ∈
{1, . . . ,m}, instead of t itself. EF uses a technique called MSB
bucketing: group xis according to the most significant logm
bits into buckets, store the l = log n− logm = log n

m lower-
order bits for each xi verbatim in an array (called the Lower-
bits Array, LBA), and store the significant bits as a sequence
of unary encoded gaps in another array (the Upper-bits Array,
UBA) as follows: for each bucket write down as many 1s as
there are xis in the bucket followed by a 0.

Perhaps an example is in order here. In Fig. 3, x1 = 5,
x2 = 7 and x3 = 13, n = 16 and m = 3, so l = �log 16/3� =
2. This means that the LBA will contain the lower l = 2 bits
of each xi verbatim. Further, the bucket size is 2l = 4, and
so the number of xis in each bucket is 0, 2, 0, 1, whose unary
encoding gives the UBA: 0110010 (the last 0 can be omitted).

Storing the m elements of the LBA takes m log n
m bits while

the UBA needs 2logm+m = O(m) bits, as there are as many
0s as there are buckets plus m bits set to 1 for each xi in
i ∈ {1, . . . ,m}. Finally, we need an additional logm bits to
store m, which we omit here for reasons that will be made
clear later. The overall size of EF is m log n

m + 2logm +m =
nH0+O(m) bits, where the data component (the LBA) takes
nH0 bits and the index (the UBA) takes another O(m).

Now, answering access(t, i) goes as follows. First, we find
the bucket q that contains position i: q = i

2l
, then we find

the run of 1s in the UBA that corresponds to the q-th bucket:
z = select0(UBA, q); we observe that there were exactly z−q
occurrences of 1s in the UBA before position z so we scan
the LBA leftward from position (z − q)l, decoding at most 2l
elements xj of the characteristic vector; if for some xj = i
then the result of the query is 1, otherwise 0. For instance,
access(t, 6) = 0 in Fig. 3, as position 6 is in the second bucket
thus the MSB is 01, q = select0(UBA, 2) = 4 so up until the
end of the second bucket there were 4−2 = 2 bits set to 1, and
decoding the LBA from the second entry leftward, combined
with the MSB 01, yields first 7 and then 5, at which point
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we know the answer is 0. This goes in O(m) time, as just
answering the first select query may require a linear search on
the UBA in the worst case. Note that adding another O(m)
bits would guarantee O(1) random access [22], [37], but we
disregard this option here as it would double the index size.
Solving rank goes similarly, while select is by binary search
over the UBA and the LBA, again in O(m) time.

When compared to RRR, EF usually yields larger encoded
size. At the extreme, for p = 0.5 EF uses 1.5n bits, a whopping
50% overhead. Furthermore, the somewhat rigid structure of
EF does not provide too much in the way of the space–time
trade-off like the one we have seen for RRR. Then again, EF
can be very fast depending on the input t, as queries take only
O(popcount(t)) steps; this can be a massive win, e.g., for
small-entropy input. Our compressed bitvector data structure,
R3D3 to be presented next, heavily builds on this property.

III. A DOUBLY OPPORTUNISTIC DATA STRUCTURE

In summary, both RRR and EF are opportunistic data struc-
tures that realize significant space savings in the data encoding,
with EF yielding potentially faster but larger encodings than
RRR. Could we somehow combine RRR and EF into a
compressed bitvector scheme that would somehow display the
advantages of both simultaneously?

In this section we answer this question in the affirmative. We
propose R3D3, a combination of RRR and EF that, in contrast
to conventional singly-opportunistic encodings that compress
only the data component, attains entropy-constrained size on
both the data and the index. Thus, we call R3D3 a doubly
opportunistic data structure.

A. R3D3
So how can we combine the advantages of RRR and EF?

First, RRR’s indexing scheme gives very fast O(1) access to
block-codes and block-ranks, so we definitely want to keep it.
It also offers an elegant way to tune the space–time trade-off:
The RRR index size is chiefly shaped by the block size b; the
larger the block size the fewer blocks we need, and hence the
fewer the costly block pointers and block-ranks. Since these
dominate the size (taking O(n/log n) bits when b = log n),
increasing blocks will go to great lengths to save memory on
indexing. Unfortunately, this cannot be done with RRR for
free, as the access and rank execution times are dominated by
the block-coding component’s running time O(b).

But what if we substitute the block-coding component with
EF? After all, decoding a block bi requires only O(ci) steps
with EF where, recall, ci is the class of bi: ci = popcount(bi),
in contrast to the O(b) time complexity of combinatorial
unranking; in other words, EF’s efficiency depends funda-
mentally on the number of 1s in a block and not the block
size itself. Hence, we can safely increase the block size
b to save space on RRR’s indexing until we reach block-
coding execution-time parity with RRR, which occurs when
popcount(bi) = O(logn). At this point our larger blocks will
contain as many 1s as the default block size O(logn) of RRR
and so both will need O(logn) steps for block-decoding, but
we gain significant space on the indexing, thanks to the large
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Figure 4: Sketch of the R3D3 encoding scheme, with a
single 16-bit block and the corresponding EF block-code. The
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in the RRR index, while the blocks are encoded with EF.

blocks. Then again, EF-coded blocks will be slightly larger
than in RRR, but the gross space reduction we earn on the
index will, hopefully, amply compensate for this loss.

This is the main idea of R3D3: we keep the indexing
structure of RRR but we swap the block-coding component
for the much more efficient EF. Then, we can increase blocks
way beyond what RRR would admit, without major penalty on
query times. The basic structure of R3D3 is given in Fig. 4.

Building the R3D3 encoding goes very similarly to how it
happens with RRR, just the block-coder is now EF instead of
combinatorial ranking/unranking. First, we divide the input t
into superblocks of size s and blocks of size b (we set these
parameters later), build the RRR index, encode the class ci for
each block bi directly and then invoke EF to encode bi. Note
that the input to EF is now the block bi and the length equals
b. Additionally, the number of 1s in bi (the input parameter
m) is exactly ci, so we do not need to store it separately in
EF. To control ci and get better compression we do the usual
trick that if popcount(n) > n

2 then we encode the inverse of
t instead of t. In fact, in our implementation we do this trick
block-wise [33], which yields p ≤ 1

2 and ci ≤ b
2 .

In fact, R3D3 adopts a scheme we call duplicate indexing;
it first invokes the RRR indexes to find the starting position
for each block, then looks up the UBA to index the relevant
entries in the LBA, and finally only a few LBA entries need
to be directly decoded. As the analysis in next section reveals,
this duplicate indexing scheme yields a highly space- and time-
efficient compressed bitvector data structure.

B. Analysis
We fix the superblock size at s = b log n, like in RRR (see

the proofs in the Appendix for the reason); the block size b
will be determined later. With this parameter setting, the result
below gives the storage space and the query times for R3D3.

Theorem 1. Let t be a bitvector of length n, let p =
popcount(t)/n, let H0 be the zero-order empirical entropy of
t, and fix the block size at b. Then, encoding t with R3D3
needs at most

nH0 + np+
n

b
(2 + 3 log b+ 2 log log n)
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we know the answer is 0. This goes in O(m) time, as just
answering the first select query may require a linear search on
the UBA in the worst case. Note that adding another O(m)
bits would guarantee O(1) random access [22], [37], but we
disregard this option here as it would double the index size.
Solving rank goes similarly, while select is by binary search
over the UBA and the LBA, again in O(m) time.

When compared to RRR, EF usually yields larger encoded
size. At the extreme, for p = 0.5 EF uses 1.5n bits, a whopping
50% overhead. Furthermore, the somewhat rigid structure of
EF does not provide too much in the way of the space–time
trade-off like the one we have seen for RRR. Then again, EF
can be very fast depending on the input t, as queries take only
O(popcount(t)) steps; this can be a massive win, e.g., for
small-entropy input. Our compressed bitvector data structure,
R3D3 to be presented next, heavily builds on this property.

III. A DOUBLY OPPORTUNISTIC DATA STRUCTURE

In summary, both RRR and EF are opportunistic data struc-
tures that realize significant space savings in the data encoding,
with EF yielding potentially faster but larger encodings than
RRR. Could we somehow combine RRR and EF into a
compressed bitvector scheme that would somehow display the
advantages of both simultaneously?

In this section we answer this question in the affirmative. We
propose R3D3, a combination of RRR and EF that, in contrast
to conventional singly-opportunistic encodings that compress
only the data component, attains entropy-constrained size on
both the data and the index. Thus, we call R3D3 a doubly
opportunistic data structure.

A. R3D3
So how can we combine the advantages of RRR and EF?

First, RRR’s indexing scheme gives very fast O(1) access to
block-codes and block-ranks, so we definitely want to keep it.
It also offers an elegant way to tune the space–time trade-off:
The RRR index size is chiefly shaped by the block size b; the
larger the block size the fewer blocks we need, and hence the
fewer the costly block pointers and block-ranks. Since these
dominate the size (taking O(n/log n) bits when b = log n),
increasing blocks will go to great lengths to save memory on
indexing. Unfortunately, this cannot be done with RRR for
free, as the access and rank execution times are dominated by
the block-coding component’s running time O(b).

But what if we substitute the block-coding component with
EF? After all, decoding a block bi requires only O(ci) steps
with EF where, recall, ci is the class of bi: ci = popcount(bi),
in contrast to the O(b) time complexity of combinatorial
unranking; in other words, EF’s efficiency depends funda-
mentally on the number of 1s in a block and not the block
size itself. Hence, we can safely increase the block size
b to save space on RRR’s indexing until we reach block-
coding execution-time parity with RRR, which occurs when
popcount(bi) = O(logn). At this point our larger blocks will
contain as many 1s as the default block size O(logn) of RRR
and so both will need O(logn) steps for block-decoding, but
we gain significant space on the indexing, thanks to the large
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blocks. Then again, EF-coded blocks will be slightly larger
than in RRR, but the gross space reduction we earn on the
index will, hopefully, amply compensate for this loss.

This is the main idea of R3D3: we keep the indexing
structure of RRR but we swap the block-coding component
for the much more efficient EF. Then, we can increase blocks
way beyond what RRR would admit, without major penalty on
query times. The basic structure of R3D3 is given in Fig. 4.

Building the R3D3 encoding goes very similarly to how it
happens with RRR, just the block-coder is now EF instead of
combinatorial ranking/unranking. First, we divide the input t
into superblocks of size s and blocks of size b (we set these
parameters later), build the RRR index, encode the class ci for
each block bi directly and then invoke EF to encode bi. Note
that the input to EF is now the block bi and the length equals
b. Additionally, the number of 1s in bi (the input parameter
m) is exactly ci, so we do not need to store it separately in
EF. To control ci and get better compression we do the usual
trick that if popcount(n) > n

2 then we encode the inverse of
t instead of t. In fact, in our implementation we do this trick
block-wise [33], which yields p ≤ 1

2 and ci ≤ b
2 .

In fact, R3D3 adopts a scheme we call duplicate indexing;
it first invokes the RRR indexes to find the starting position
for each block, then looks up the UBA to index the relevant
entries in the LBA, and finally only a few LBA entries need
to be directly decoded. As the analysis in next section reveals,
this duplicate indexing scheme yields a highly space- and time-
efficient compressed bitvector data structure.

B. Analysis
We fix the superblock size at s = b log n, like in RRR (see

the proofs in the Appendix for the reason); the block size b
will be determined later. With this parameter setting, the result
below gives the storage space and the query times for R3D3.

Theorem 1. Let t be a bitvector of length n, let p =
popcount(t)/n, let H0 be the zero-order empirical entropy of
t, and fix the block size at b. Then, encoding t with R3D3
needs at most

nH0 + np+
n

b
(2 + 3 log b+ 2 log log n)
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we know the answer is 0. This goes in O(m) time, as just
answering the first select query may require a linear search on
the UBA in the worst case. Note that adding another O(m)
bits would guarantee O(1) random access [22], [37], but we
disregard this option here as it would double the index size.
Solving rank goes similarly, while select is by binary search
over the UBA and the LBA, again in O(m) time.

When compared to RRR, EF usually yields larger encoded
size. At the extreme, for p = 0.5 EF uses 1.5n bits, a whopping
50% overhead. Furthermore, the somewhat rigid structure of
EF does not provide too much in the way of the space–time
trade-off like the one we have seen for RRR. Then again, EF
can be very fast depending on the input t, as queries take only
O(popcount(t)) steps; this can be a massive win, e.g., for
small-entropy input. Our compressed bitvector data structure,
R3D3 to be presented next, heavily builds on this property.

III. A DOUBLY OPPORTUNISTIC DATA STRUCTURE

In summary, both RRR and EF are opportunistic data struc-
tures that realize significant space savings in the data encoding,
with EF yielding potentially faster but larger encodings than
RRR. Could we somehow combine RRR and EF into a
compressed bitvector scheme that would somehow display the
advantages of both simultaneously?

In this section we answer this question in the affirmative. We
propose R3D3, a combination of RRR and EF that, in contrast
to conventional singly-opportunistic encodings that compress
only the data component, attains entropy-constrained size on
both the data and the index. Thus, we call R3D3 a doubly
opportunistic data structure.

A. R3D3
So how can we combine the advantages of RRR and EF?

First, RRR’s indexing scheme gives very fast O(1) access to
block-codes and block-ranks, so we definitely want to keep it.
It also offers an elegant way to tune the space–time trade-off:
The RRR index size is chiefly shaped by the block size b; the
larger the block size the fewer blocks we need, and hence the
fewer the costly block pointers and block-ranks. Since these
dominate the size (taking O(n/log n) bits when b = log n),
increasing blocks will go to great lengths to save memory on
indexing. Unfortunately, this cannot be done with RRR for
free, as the access and rank execution times are dominated by
the block-coding component’s running time O(b).

But what if we substitute the block-coding component with
EF? After all, decoding a block bi requires only O(ci) steps
with EF where, recall, ci is the class of bi: ci = popcount(bi),
in contrast to the O(b) time complexity of combinatorial
unranking; in other words, EF’s efficiency depends funda-
mentally on the number of 1s in a block and not the block
size itself. Hence, we can safely increase the block size
b to save space on RRR’s indexing until we reach block-
coding execution-time parity with RRR, which occurs when
popcount(bi) = O(logn). At this point our larger blocks will
contain as many 1s as the default block size O(logn) of RRR
and so both will need O(log n) steps for block-decoding, but
we gain significant space on the indexing, thanks to the large
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blocks. Then again, EF-coded blocks will be slightly larger
than in RRR, but the gross space reduction we earn on the
index will, hopefully, amply compensate for this loss.

This is the main idea of R3D3: we keep the indexing
structure of RRR but we swap the block-coding component
for the much more efficient EF. Then, we can increase blocks
way beyond what RRR would admit, without major penalty on
query times. The basic structure of R3D3 is given in Fig. 4.

Building the R3D3 encoding goes very similarly to how it
happens with RRR, just the block-coder is now EF instead of
combinatorial ranking/unranking. First, we divide the input t
into superblocks of size s and blocks of size b (we set these
parameters later), build the RRR index, encode the class ci for
each block bi directly and then invoke EF to encode bi. Note
that the input to EF is now the block bi and the length equals
b. Additionally, the number of 1s in bi (the input parameter
m) is exactly ci, so we do not need to store it separately in
EF. To control ci and get better compression we do the usual
trick that if popcount(n) > n

2 then we encode the inverse of
t instead of t. In fact, in our implementation we do this trick
block-wise [33], which yields p ≤ 1

2 and ci ≤ b
2 .

In fact, R3D3 adopts a scheme we call duplicate indexing;
it first invokes the RRR indexes to find the starting position
for each block, then looks up the UBA to index the relevant
entries in the LBA, and finally only a few LBA entries need
to be directly decoded. As the analysis in next section reveals,
this duplicate indexing scheme yields a highly space- and time-
efficient compressed bitvector data structure.

B. Analysis
We fix the superblock size at s = b log n, like in RRR (see

the proofs in the Appendix for the reason); the block size b
will be determined later. With this parameter setting, the result
below gives the storage space and the query times for R3D3.

Theorem 1. Let t be a bitvector of length n, let p =
popcount(t)/n, let H0 be the zero-order empirical entropy of
t, and fix the block size at b. Then, encoding t with R3D3
needs at most

nH0 + np+
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we know the answer is 0. This goes in O(m) time, as just
answering the first select query may require a linear search on
the UBA in the worst case. Note that adding another O(m)
bits would guarantee O(1) random access [22], [37], but we
disregard this option here as it would double the index size.
Solving rank goes similarly, while select is by binary search
over the UBA and the LBA, again in O(m) time.

When compared to RRR, EF usually yields larger encoded
size. At the extreme, for p = 0.5 EF uses 1.5n bits, a whopping
50% overhead. Furthermore, the somewhat rigid structure of
EF does not provide too much in the way of the space–time
trade-off like the one we have seen for RRR. Then again, EF
can be very fast depending on the input t, as queries take only
O(popcount(t)) steps; this can be a massive win, e.g., for
small-entropy input. Our compressed bitvector data structure,
R3D3 to be presented next, heavily builds on this property.
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In summary, both RRR and EF are opportunistic data struc-
tures that realize significant space savings in the data encoding,
with EF yielding potentially faster but larger encodings than
RRR. Could we somehow combine RRR and EF into a
compressed bitvector scheme that would somehow display the
advantages of both simultaneously?

In this section we answer this question in the affirmative. We
propose R3D3, a combination of RRR and EF that, in contrast
to conventional singly-opportunistic encodings that compress
only the data component, attains entropy-constrained size on
both the data and the index. Thus, we call R3D3 a doubly
opportunistic data structure.

A. R3D3
So how can we combine the advantages of RRR and EF?

First, RRR’s indexing scheme gives very fast O(1) access to
block-codes and block-ranks, so we definitely want to keep it.
It also offers an elegant way to tune the space–time trade-off:
The RRR index size is chiefly shaped by the block size b; the
larger the block size the fewer blocks we need, and hence the
fewer the costly block pointers and block-ranks. Since these
dominate the size (taking O(n/log n) bits when b = log n),
increasing blocks will go to great lengths to save memory on
indexing. Unfortunately, this cannot be done with RRR for
free, as the access and rank execution times are dominated by
the block-coding component’s running time O(b).

But what if we substitute the block-coding component with
EF? After all, decoding a block bi requires only O(ci) steps
with EF where, recall, ci is the class of bi: ci = popcount(bi),
in contrast to the O(b) time complexity of combinatorial
unranking; in other words, EF’s efficiency depends funda-
mentally on the number of 1s in a block and not the block
size itself. Hence, we can safely increase the block size
b to save space on RRR’s indexing until we reach block-
coding execution-time parity with RRR, which occurs when
popcount(bi) = O(logn). At this point our larger blocks will
contain as many 1s as the default block size O(logn) of RRR
and so both will need O(logn) steps for block-decoding, but
we gain significant space on the indexing, thanks to the large
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blocks. Then again, EF-coded blocks will be slightly larger
than in RRR, but the gross space reduction we earn on the
index will, hopefully, amply compensate for this loss.

This is the main idea of R3D3: we keep the indexing
structure of RRR but we swap the block-coding component
for the much more efficient EF. Then, we can increase blocks
way beyond what RRR would admit, without major penalty on
query times. The basic structure of R3D3 is given in Fig. 4.

Building the R3D3 encoding goes very similarly to how it
happens with RRR, just the block-coder is now EF instead of
combinatorial ranking/unranking. First, we divide the input t
into superblocks of size s and blocks of size b (we set these
parameters later), build the RRR index, encode the class ci for
each block bi directly and then invoke EF to encode bi. Note
that the input to EF is now the block bi and the length equals
b. Additionally, the number of 1s in bi (the input parameter
m) is exactly ci, so we do not need to store it separately in
EF. To control ci and get better compression we do the usual
trick that if popcount(n) > n

2 then we encode the inverse of
t instead of t. In fact, in our implementation we do this trick
block-wise [33], which yields p ≤ 1

2 and ci ≤ b
2 .

In fact, R3D3 adopts a scheme we call duplicate indexing;
it first invokes the RRR indexes to find the starting position
for each block, then looks up the UBA to index the relevant
entries in the LBA, and finally only a few LBA entries need
to be directly decoded. As the analysis in next section reveals,
this duplicate indexing scheme yields a highly space- and time-
efficient compressed bitvector data structure.

B. Analysis
We fix the superblock size at s = b log n, like in RRR (see

the proofs in the Appendix for the reason); the block size b
will be determined later. With this parameter setting, the result
below gives the storage space and the query times for R3D3.

Theorem 1. Let t be a bitvector of length n, let p =
popcount(t)/n, let H0 be the zero-order empirical entropy of
t, and fix the block size at b. Then, encoding t with R3D3
needs at most

nH0 + np+
n

b
(2 + 3 log b+ 2 log log n)
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bits and supports access and rank queries in expected O(pb)
time and select queries in O(logn) if pb = o(logn).

We give the proof of Theorem 1 through a sequence of
technical Lemmas; for clarity the proofs of the Lemmas in
turn will be relegated to the Appendix.

The below Lemma characterizes the encoded size MI of the
RRR index structure that we embed into R3D3.

Lemma 1. The RRR index needs MI = n
b (2 + 3 log b +

2 log log n) bits.

MI is of course the redundancy in R3D3. Next, we give the
size of the EF-coded blocks, MD.

Lemma 2. The EF-encoded data needs MD = nH0+np bits.

Finally, the query execution times stated below for R3D3 are
as follows: for access(t, i) locating the beginning of the EF-
coded block that contains position i and identifying the class
take O(1) time, to which block-decoding adds another O(pb)
for the “average” block. The same holds for rank(t, i), while
select(t, i) goes with binary-searching superblock and block
ranks in O(logn) time and then decoding the block, again
in expected O(pb) time. The total time O(logn) + O(pb) is
dominated by the binary-search as long as pb = o(logn).

Lemma 3. Answering access and rank queries on the R3D3
representation needs expected O(pb) time and select goes in
O(logn) as long as pb = o(logn).

This completes the proof of Theorem 1. What remains to
be done is to fine-tune the block size b. This needs to be done
very carefully; increasing b makes for smaller index MI and
hence smaller overall size (the data part MD is by and large
independent of b), but increasing b too much deteriorates query
time. We need to strike a fine balance between space and time
here, one that results in entropy-constrained size for both MD

and MI but still does not ruin query performance.
We introduce a new parameter C = pb, which can be

broadly interpreted as the “average” popcount of blocks. Of
course, C ≥ 1 to ensure that there is at least one bit set
in each block. Thus, b = C/p and we immediately get the
execution times for access and rank as O(pb) = O(C). Then
again, C must not be too large, that is, beyond O(logn),
otherwise select suffers. This gives the useful range C ≥ 1,
C = o(logn). The following result summarizes these findings.

Theorem 2. Let t be a bitvector of length n and entropy H0,
and let C ≥ 1, c = o(logn). Then, encoding t with R3D3
needs at most

nH0 + nH0

(

1

2
+O

(
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C
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(1)

bits and supports access and rank in expected O(C) time and
select in O(logn).

Again, consult the Appendix for the proof.

C. Discussion

We close this Section with some remarks on R3D3.

First, R3D3 achieves entropy-constrained space on both
the data and the index (up to a small error term for the
index): the RRR index and the UBA components in the block-
codes, which, as per duplicate indexing, together make up
the R3D3 index, need nH0 (1/2 +O (logC/C)) bits of storage
space, while the data component (the LBAs) uses another nH0

bits. As far as we are aware of, R3D3 is the first such doubly
opportunistic compressed data structure.

Second, the above space bounds are strictly of worst-case
nature, in that there are much tighter upper bounds than what
we used in Theorem 2. Since nH0 + np � 3

2nH0 when p
is sufficiently small, the space bounds can be improved to
nH0+nH0O (logC/C) bits if p < 0.169, a substantially tighter
space characterization for low-entropy input.

Third, tuning constant C opens the door to a wide spectrum
of space–time trade-offs. At one extreme, when C = 1, i.e.,
when there is only a single bit set per block on average, we
get very fast O(1) access and rank at the cost of a somewhat
largish nH0 (3/2 +O(1)) bits memory footprint, an overhead
of ∼ 50%. This is because EF-coded blocks are slightly
larger than RRR’s blocks. On the other hand, increasing C
will result larger blocks and less overhead for indexing; when
C = O(log n) we get execution-time parity with RRR with
much smaller nH0(

1
2 +O (log log n/log n) bits indexes.

Finally, we observe that our results are in line with the lower
bounds of [26], stating that we need Ω( log log n

log n ) bits index to
implement rank in O(1). R3D3, however, gives O(1) index
size in this setting.

IV. NUMERICAL EVALUATIONS

Next, we turn to present a comprehensive set of experimental
results to evaluate the space- and time-efficiency of R3D3.
For this purpose, we created a proof-of-concept prototype on
top of the Succinct Data Structure Library (SDSL, [33]), a
powerful C++ template toolkit with comprehensive support for
the state-of-the-art in compressed data structures. Stock SDSL
offers only the unindexed version of RRR, therefore we created
3 additional C++ template classes on top of SDSL: indexed
RRR plus indexed and unindexed versions of R3D3. In the
rest of this section RRR and R3D3 will refer to the indexed
versions. The R3D3 block-coding routines, furthermore, use
the EF optimizations as described in [37]. The code is available
at [38].

The two dimensions of interest are the compressed size and
performance of queries for RRR and R3D3. We used the CPU’s
RDTSC register, holding the actual snapshot of the program
counter, to measure execution times with (close-to) cycle-level
precision. The experiments were conducted on a Linux PC,
Intel Core i3 CPU @ 3.3GHz with 4Gbyte of RAM.
Block-coding. The goal of our first experiment is to validate
our choice for EF instead of RRR’s combinatorial rank-
ing/unranking scheme to encode blocks. Recall, this choice
was made because EF supports all basic block-operations in
O(popcount(b)) time as opposed to O(b) for RRR, where b is
the block size, at the cost of slightly bigger block-codes. Note
that the population of the block does not alter the relation
between EF and combinatorial encodings.
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we know the answer is 0. This goes in O(m) time, as just
answering the first select query may require a linear search on
the UBA in the worst case. Note that adding another O(m)
bits would guarantee O(1) random access [22], [37], but we
disregard this option here as it would double the index size.
Solving rank goes similarly, while select is by binary search
over the UBA and the LBA, again in O(m) time.

When compared to RRR, EF usually yields larger encoded
size. At the extreme, for p = 0.5 EF uses 1.5n bits, a whopping
50% overhead. Furthermore, the somewhat rigid structure of
EF does not provide too much in the way of the space–time
trade-off like the one we have seen for RRR. Then again, EF
can be very fast depending on the input t, as queries take only
O(popcount(t)) steps; this can be a massive win, e.g., for
small-entropy input. Our compressed bitvector data structure,
R3D3 to be presented next, heavily builds on this property.

III. A DOUBLY OPPORTUNISTIC DATA STRUCTURE

In summary, both RRR and EF are opportunistic data struc-
tures that realize significant space savings in the data encoding,
with EF yielding potentially faster but larger encodings than
RRR. Could we somehow combine RRR and EF into a
compressed bitvector scheme that would somehow display the
advantages of both simultaneously?

In this section we answer this question in the affirmative. We
propose R3D3, a combination of RRR and EF that, in contrast
to conventional singly-opportunistic encodings that compress
only the data component, attains entropy-constrained size on
both the data and the index. Thus, we call R3D3 a doubly
opportunistic data structure.

A. R3D3
So how can we combine the advantages of RRR and EF?

First, RRR’s indexing scheme gives very fast O(1) access to
block-codes and block-ranks, so we definitely want to keep it.
It also offers an elegant way to tune the space–time trade-off:
The RRR index size is chiefly shaped by the block size b; the
larger the block size the fewer blocks we need, and hence the
fewer the costly block pointers and block-ranks. Since these
dominate the size (taking O(n/log n) bits when b = log n),
increasing blocks will go to great lengths to save memory on
indexing. Unfortunately, this cannot be done with RRR for
free, as the access and rank execution times are dominated by
the block-coding component’s running time O(b).

But what if we substitute the block-coding component with
EF? After all, decoding a block bi requires only O(ci) steps
with EF where, recall, ci is the class of bi: ci = popcount(bi),
in contrast to the O(b) time complexity of combinatorial
unranking; in other words, EF’s efficiency depends funda-
mentally on the number of 1s in a block and not the block
size itself. Hence, we can safely increase the block size
b to save space on RRR’s indexing until we reach block-
coding execution-time parity with RRR, which occurs when
popcount(bi) = O(logn). At this point our larger blocks will
contain as many 1s as the default block size O(logn) of RRR
and so both will need O(logn) steps for block-decoding, but
we gain significant space on the indexing, thanks to the large

bi
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indexes &
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Figure 4: Sketch of the R3D3 encoding scheme, with a
single 16-bit block and the corresponding EF block-code. The
pointers and rank counters and the block classes are encoded
in the RRR index, while the blocks are encoded with EF.

blocks. Then again, EF-coded blocks will be slightly larger
than in RRR, but the gross space reduction we earn on the
index will, hopefully, amply compensate for this loss.

This is the main idea of R3D3: we keep the indexing
structure of RRR but we swap the block-coding component
for the much more efficient EF. Then, we can increase blocks
way beyond what RRR would admit, without major penalty on
query times. The basic structure of R3D3 is given in Fig. 4.

Building the R3D3 encoding goes very similarly to how it
happens with RRR, just the block-coder is now EF instead of
combinatorial ranking/unranking. First, we divide the input t
into superblocks of size s and blocks of size b (we set these
parameters later), build the RRR index, encode the class ci for
each block bi directly and then invoke EF to encode bi. Note
that the input to EF is now the block bi and the length equals
b. Additionally, the number of 1s in bi (the input parameter
m) is exactly ci, so we do not need to store it separately in
EF. To control ci and get better compression we do the usual
trick that if popcount(n) > n

2 then we encode the inverse of
t instead of t. In fact, in our implementation we do this trick
block-wise [33], which yields p ≤ 1

2 and ci ≤ b
2 .

In fact, R3D3 adopts a scheme we call duplicate indexing;
it first invokes the RRR indexes to find the starting position
for each block, then looks up the UBA to index the relevant
entries in the LBA, and finally only a few LBA entries need
to be directly decoded. As the analysis in next section reveals,
this duplicate indexing scheme yields a highly space- and time-
efficient compressed bitvector data structure.

B. Analysis
We fix the superblock size at s = b log n, like in RRR (see

the proofs in the Appendix for the reason); the block size b
will be determined later. With this parameter setting, the result
below gives the storage space and the query times for R3D3.

Theorem 1. Let t be a bitvector of length n, let p =
popcount(t)/n, let H0 be the zero-order empirical entropy of
t, and fix the block size at b. Then, encoding t with R3D3
needs at most

nH0 + np+
n

b
(2 + 3 log b+ 2 log log n)
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bits and supports access and rank queries in expected O(pb)
time and select queries in O(logn) if pb = o(logn).

We give the proof of Theorem 1 through a sequence of
technical Lemmas; for clarity the proofs of the Lemmas in
turn will be relegated to the Appendix.

The below Lemma characterizes the encoded size MI of the
RRR index structure that we embed into R3D3.

Lemma 1. The RRR index needs MI = n
b (2 + 3 log b +

2 log log n) bits.

MI is of course the redundancy in R3D3. Next, we give the
size of the EF-coded blocks, MD.

Lemma 2. The EF-encoded data needs MD = nH0+np bits.

Finally, the query execution times stated below for R3D3 are
as follows: for access(t, i) locating the beginning of the EF-
coded block that contains position i and identifying the class
take O(1) time, to which block-decoding adds another O(pb)
for the “average” block. The same holds for rank(t, i), while
select(t, i) goes with binary-searching superblock and block
ranks in O(log n) time and then decoding the block, again
in expected O(pb) time. The total time O(logn) + O(pb) is
dominated by the binary-search as long as pb = o(logn).

Lemma 3. Answering access and rank queries on the R3D3
representation needs expected O(pb) time and select goes in
O(log n) as long as pb = o(logn).

This completes the proof of Theorem 1. What remains to
be done is to fine-tune the block size b. This needs to be done
very carefully; increasing b makes for smaller index MI and
hence smaller overall size (the data part MD is by and large
independent of b), but increasing b too much deteriorates query
time. We need to strike a fine balance between space and time
here, one that results in entropy-constrained size for both MD

and MI but still does not ruin query performance.
We introduce a new parameter C = pb, which can be

broadly interpreted as the “average” popcount of blocks. Of
course, C ≥ 1 to ensure that there is at least one bit set
in each block. Thus, b = C/p and we immediately get the
execution times for access and rank as O(pb) = O(C). Then
again, C must not be too large, that is, beyond O(logn),
otherwise select suffers. This gives the useful range C ≥ 1,
C = o(log n). The following result summarizes these findings.

Theorem 2. Let t be a bitvector of length n and entropy H0,
and let C ≥ 1, c = o(logn). Then, encoding t with R3D3
needs at most

nH0 + nH0

(

1

2
+O

(

logC

C

))

(1)

bits and supports access and rank in expected O(C) time and
select in O(log n).

Again, consult the Appendix for the proof.

C. Discussion

We close this Section with some remarks on R3D3.

First, R3D3 achieves entropy-constrained space on both
the data and the index (up to a small error term for the
index): the RRR index and the UBA components in the block-
codes, which, as per duplicate indexing, together make up
the R3D3 index, need nH0 (1/2 +O (logC/C)) bits of storage
space, while the data component (the LBAs) uses another nH0

bits. As far as we are aware of, R3D3 is the first such doubly
opportunistic compressed data structure.

Second, the above space bounds are strictly of worst-case
nature, in that there are much tighter upper bounds than what
we used in Theorem 2. Since nH0 + np � 3

2nH0 when p
is sufficiently small, the space bounds can be improved to
nH0+nH0O (logC/C) bits if p < 0.169, a substantially tighter
space characterization for low-entropy input.

Third, tuning constant C opens the door to a wide spectrum
of space–time trade-offs. At one extreme, when C = 1, i.e.,
when there is only a single bit set per block on average, we
get very fast O(1) access and rank at the cost of a somewhat
largish nH0 (3/2 +O(1)) bits memory footprint, an overhead
of ∼ 50%. This is because EF-coded blocks are slightly
larger than RRR’s blocks. On the other hand, increasing C
will result larger blocks and less overhead for indexing; when
C = O(logn) we get execution-time parity with RRR with
much smaller nH0(

1
2 +O (log log n/log n) bits indexes.

Finally, we observe that our results are in line with the lower
bounds of [26], stating that we need Ω( log log n

log n ) bits index to
implement rank in O(1). R3D3, however, gives O(1) index
size in this setting.

IV. NUMERICAL EVALUATIONS

Next, we turn to present a comprehensive set of experimental
results to evaluate the space- and time-efficiency of R3D3.
For this purpose, we created a proof-of-concept prototype on
top of the Succinct Data Structure Library (SDSL, [33]), a
powerful C++ template toolkit with comprehensive support for
the state-of-the-art in compressed data structures. Stock SDSL
offers only the unindexed version of RRR, therefore we created
3 additional C++ template classes on top of SDSL: indexed
RRR plus indexed and unindexed versions of R3D3. In the
rest of this section RRR and R3D3 will refer to the indexed
versions. The R3D3 block-coding routines, furthermore, use
the EF optimizations as described in [37]. The code is available
at [38].

The two dimensions of interest are the compressed size and
performance of queries for RRR and R3D3. We used the CPU’s
RDTSC register, holding the actual snapshot of the program
counter, to measure execution times with (close-to) cycle-level
precision. The experiments were conducted on a Linux PC,
Intel Core i3 CPU @ 3.3GHz with 4Gbyte of RAM.
Block-coding. The goal of our first experiment is to validate
our choice for EF instead of RRR’s combinatorial rank-
ing/unranking scheme to encode blocks. Recall, this choice
was made because EF supports all basic block-operations in
O(popcount(b)) time as opposed to O(b) for RRR, where b is
the block size, at the cost of slightly bigger block-codes. Note
that the population of the block does not alter the relation
between EF and combinatorial encodings.
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bits and supports access and rank queries in expected O(pb)
time and select queries in O(log n) if pb = o(log n).

We give the proof of Theorem 1 through a sequence of
technical Lemmas; for clarity the proofs of the Lemmas in
turn will be relegated to the Appendix.

The below Lemma characterizes the encoded size MI of the
RRR index structure that we embed into R3D3.

Lemma 1. The RRR index needs MI = n
b (2 + 3 log b +

2 log log n) bits.

MI is of course the redundancy in R3D3. Next, we give the
size of the EF-coded blocks, MD.

Lemma 2. The EF-encoded data needs MD = nH0+np bits.

Finally, the query execution times stated below for R3D3 are
as follows: for access(t, i) locating the beginning of the EF-
coded block that contains position i and identifying the class
take O(1) time, to which block-decoding adds another O(pb)
for the “average” block. The same holds for rank(t, i), while
select(t, i) goes with binary-searching superblock and block
ranks in O(logn) time and then decoding the block, again
in expected O(pb) time. The total time O(logn) + O(pb) is
dominated by the binary-search as long as pb = o(logn).

Lemma 3. Answering access and rank queries on the R3D3
representation needs expected O(pb) time and select goes in
O(logn) as long as pb = o(log n).

This completes the proof of Theorem 1. What remains to
be done is to fine-tune the block size b. This needs to be done
very carefully; increasing b makes for smaller index MI and
hence smaller overall size (the data part MD is by and large
independent of b), but increasing b too much deteriorates query
time. We need to strike a fine balance between space and time
here, one that results in entropy-constrained size for both MD

and MI but still does not ruin query performance.
We introduce a new parameter C = pb, which can be

broadly interpreted as the “average” popcount of blocks. Of
course, C ≥ 1 to ensure that there is at least one bit set
in each block. Thus, b = C/p and we immediately get the
execution times for access and rank as O(pb) = O(C). Then
again, C must not be too large, that is, beyond O(logn),
otherwise select suffers. This gives the useful range C ≥ 1,
C = o(logn). The following result summarizes these findings.

Theorem 2. Let t be a bitvector of length n and entropy H0,
and let C ≥ 1, c = o(log n). Then, encoding t with R3D3
needs at most

nH0 + nH0
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bits and supports access and rank in expected O(C) time and
select in O(logn).

Again, consult the Appendix for the proof.

C. Discussion

We close this Section with some remarks on R3D3.

First, R3D3 achieves entropy-constrained space on both
the data and the index (up to a small error term for the
index): the RRR index and the UBA components in the block-
codes, which, as per duplicate indexing, together make up
the R3D3 index, need nH0 (1/2 +O (logC/C)) bits of storage
space, while the data component (the LBAs) uses another nH0

bits. As far as we are aware of, R3D3 is the first such doubly
opportunistic compressed data structure.

Second, the above space bounds are strictly of worst-case
nature, in that there are much tighter upper bounds than what
we used in Theorem 2. Since nH0 + np � 3

2nH0 when p
is sufficiently small, the space bounds can be improved to
nH0+nH0O (logC/C) bits if p < 0.169, a substantially tighter
space characterization for low-entropy input.

Third, tuning constant C opens the door to a wide spectrum
of space–time trade-offs. At one extreme, when C = 1, i.e.,
when there is only a single bit set per block on average, we
get very fast O(1) access and rank at the cost of a somewhat
largish nH0 (3/2 +O(1)) bits memory footprint, an overhead
of ∼ 50%. This is because EF-coded blocks are slightly
larger than RRR’s blocks. On the other hand, increasing C
will result larger blocks and less overhead for indexing; when
C = O(log n) we get execution-time parity with RRR with
much smaller nH0(

1
2 +O (log log n/log n) bits indexes.

Finally, we observe that our results are in line with the lower
bounds of [26], stating that we need Ω( log log n

log n ) bits index to
implement rank in O(1). R3D3, however, gives O(1) index
size in this setting.

IV. NUMERICAL EVALUATIONS

Next, we turn to present a comprehensive set of experimental
results to evaluate the space- and time-efficiency of R3D3.
For this purpose, we created a proof-of-concept prototype on
top of the Succinct Data Structure Library (SDSL, [33]), a
powerful C++ template toolkit with comprehensive support for
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offers only the unindexed version of RRR, therefore we created
3 additional C++ template classes on top of SDSL: indexed
RRR plus indexed and unindexed versions of R3D3. In the
rest of this section RRR and R3D3 will refer to the indexed
versions. The R3D3 block-coding routines, furthermore, use
the EF optimizations as described in [37]. The code is available
at [38].

The two dimensions of interest are the compressed size and
performance of queries for RRR and R3D3. We used the CPU’s
RDTSC register, holding the actual snapshot of the program
counter, to measure execution times with (close-to) cycle-level
precision. The experiments were conducted on a Linux PC,
Intel Core i3 CPU @ 3.3GHz with 4Gbyte of RAM.
Block-coding. The goal of our first experiment is to validate
our choice for EF instead of RRR’s combinatorial rank-
ing/unranking scheme to encode blocks. Recall, this choice
was made because EF supports all basic block-operations in
O(popcount(b)) time as opposed to O(b) for RRR, where b is
the block size, at the cost of slightly bigger block-codes. Note
that the population of the block does not alter the relation
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time and select queries in O(logn) if pb = o(logn).

We give the proof of Theorem 1 through a sequence of
technical Lemmas; for clarity the proofs of the Lemmas in
turn will be relegated to the Appendix.

The below Lemma characterizes the encoded size MI of the
RRR index structure that we embed into R3D3.

Lemma 1. The RRR index needs MI = n
b (2 + 3 log b +

2 log log n) bits.

MI is of course the redundancy in R3D3. Next, we give the
size of the EF-coded blocks, MD.

Lemma 2. The EF-encoded data needs MD = nH0+np bits.

Finally, the query execution times stated below for R3D3 are
as follows: for access(t, i) locating the beginning of the EF-
coded block that contains position i and identifying the class
take O(1) time, to which block-decoding adds another O(pb)
for the “average” block. The same holds for rank(t, i), while
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dominated by the binary-search as long as pb = o(logn).
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representation needs expected O(pb) time and select goes in
O(log n) as long as pb = o(logn).

This completes the proof of Theorem 1. What remains to
be done is to fine-tune the block size b. This needs to be done
very carefully; increasing b makes for smaller index MI and
hence smaller overall size (the data part MD is by and large
independent of b), but increasing b too much deteriorates query
time. We need to strike a fine balance between space and time
here, one that results in entropy-constrained size for both MD

and MI but still does not ruin query performance.
We introduce a new parameter C = pb, which can be

broadly interpreted as the “average” popcount of blocks. Of
course, C ≥ 1 to ensure that there is at least one bit set
in each block. Thus, b = C/p and we immediately get the
execution times for access and rank as O(pb) = O(C). Then
again, C must not be too large, that is, beyond O(logn),
otherwise select suffers. This gives the useful range C ≥ 1,
C = o(log n). The following result summarizes these findings.

Theorem 2. Let t be a bitvector of length n and entropy H0,
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bits and supports access and rank in expected O(C) time and
select in O(log n).
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codes, which, as per duplicate indexing, together make up
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space, while the data component (the LBAs) uses another nH0
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will result larger blocks and less overhead for indexing; when
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much smaller nH0(
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very carefully; increasing b makes for smaller index MI and
hence smaller overall size (the data part MD is by and large
independent of b), but increasing b too much deteriorates query
time. We need to strike a fine balance between space and time
here, one that results in entropy-constrained size for both MD

and MI but still does not ruin query performance.
We introduce a new parameter C = pb, which can be

broadly interpreted as the “average” popcount of blocks. Of
course, C ≥ 1 to ensure that there is at least one bit set
in each block. Thus, b = C/p and we immediately get the
execution times for access and rank as O(pb) = O(C). Then
again, C must not be too large, that is, beyond O(logn),
otherwise select suffers. This gives the useful range C ≥ 1,
C = o(log n). The following result summarizes these findings.

Theorem 2. Let t be a bitvector of length n and entropy H0,
and let C ≥ 1, c = o(logn). Then, encoding t with R3D3
needs at most

nH0 + nH0

(

1

2
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(
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))

(1)

bits and supports access and rank in expected O(C) time and
select in O(log n).

Again, consult the Appendix for the proof.

C. Discussion

We close this Section with some remarks on R3D3.

First, R3D3 achieves entropy-constrained space on both
the data and the index (up to a small error term for the
index): the RRR index and the UBA components in the block-
codes, which, as per duplicate indexing, together make up
the R3D3 index, need nH0 (1/2 +O (logC/C)) bits of storage
space, while the data component (the LBAs) uses another nH0

bits. As far as we are aware of, R3D3 is the first such doubly
opportunistic compressed data structure.

Second, the above space bounds are strictly of worst-case
nature, in that there are much tighter upper bounds than what
we used in Theorem 2. Since nH0 + np � 3

2nH0 when p
is sufficiently small, the space bounds can be improved to
nH0+nH0O (logC/C) bits if p < 0.169, a substantially tighter
space characterization for low-entropy input.

Third, tuning constant C opens the door to a wide spectrum
of space–time trade-offs. At one extreme, when C = 1, i.e.,
when there is only a single bit set per block on average, we
get very fast O(1) access and rank at the cost of a somewhat
largish nH0 (3/2 +O(1)) bits memory footprint, an overhead
of ∼ 50%. This is because EF-coded blocks are slightly
larger than RRR’s blocks. On the other hand, increasing C
will result larger blocks and less overhead for indexing; when
C = O(logn) we get execution-time parity with RRR with
much smaller nH0(

1
2 +O (log log n/log n) bits indexes.

Finally, we observe that our results are in line with the lower
bounds of [26], stating that we need Ω( log log n

log n ) bits index to
implement rank in O(1). R3D3, however, gives O(1) index
size in this setting.

IV. NUMERICAL EVALUATIONS

Next, we turn to present a comprehensive set of experimental
results to evaluate the space- and time-efficiency of R3D3.
For this purpose, we created a proof-of-concept prototype on
top of the Succinct Data Structure Library (SDSL, [33]), a
powerful C++ template toolkit with comprehensive support for
the state-of-the-art in compressed data structures. Stock SDSL
offers only the unindexed version of RRR, therefore we created
3 additional C++ template classes on top of SDSL: indexed
RRR plus indexed and unindexed versions of R3D3. In the
rest of this section RRR and R3D3 will refer to the indexed
versions. The R3D3 block-coding routines, furthermore, use
the EF optimizations as described in [37]. The code is available
at [38].

The two dimensions of interest are the compressed size and
performance of queries for RRR and R3D3. We used the CPU’s
RDTSC register, holding the actual snapshot of the program
counter, to measure execution times with (close-to) cycle-level
precision. The experiments were conducted on a Linux PC,
Intel Core i3 CPU @ 3.3GHz with 4Gbyte of RAM.
Block-coding. The goal of our first experiment is to validate
our choice for EF instead of RRR’s combinatorial rank-
ing/unranking scheme to encode blocks. Recall, this choice
was made because EF supports all basic block-operations in
O(popcount(b)) time as opposed to O(b) for RRR, where b is
the block size, at the cost of slightly bigger block-codes. Note
that the population of the block does not alter the relation
between EF and combinatorial encodings.
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select query on random bitmaps.

We made 1 million trials, each time with a new random
block generated by setting each bit to 1 independently with
probability p = 0.1. Fig. 5 gives the average time to make a
random access to the encoded blocks and Fig. 6 compares the
average size of block-codes, as the block size increases from
16 to 128.

We observe that EF block-coding is indeed much less
sensitive to the block size; while R3D3 needs only 3 times
as much time to access a 128-bit block as for a 16-bit block,
this factor is 25-fold with RRR. Furthermore, R3D3 produces
only slightly larger blocks than RRR and both are comfortably
close to the entropy bound (that RRR beats the entropy limit is
not surprising, as combinatorial ranks are a maximally space-
efficient universal code, plus our results do not account for
the storage size of the class bits ci). This seems a price it is
well worth paying for more efficient block-(de)coding at higher
block sizes as the reduced indexes will greatly compensate for
this loss, as revealed in our next experiments.

Random synthetic bitmaps. For this experiment we stay at
random bitmaps as input, but now we evaluate RRR and R3D3
en bloc, not just the block-coding components as previously.
We generated 1 Mbit random bitmaps with increasing p from
0 to 1/2 and we evaluated space and time characteristics of our
compressed bitvectors; Fig. 7 gives the size and Fig. 8, Fig. 9,

and Fig. 10 give the execution time for access, rank, and
respectively select queries to random positions, averaged over
10 trials. We repeated the experiments for R3D3 at different
settings for the block size: b = 32, b = 64, and b = 256, while
for RRR we used the default setting b = 16.

On the storage size front, R3D3 exhibits huge gains over
RRR. Even at b = 32 we already see two-fold reduction, while
the setting b = 64 yields fourfold and b = 256 a whopping
4–10-fold improvement. At this point, R3D3 compresses very
close to the entropy limit. On the other hand, the performance
figures are slightly worse with R3D3; access is at most 20%
and rank is at most 23% faster with RRR than with R3D3
when the block size is 32, the figures are 30% for access and
35% for rank at b = 64, and 30–70% on access and 10–60%
on rank at b = 256. The performance difference manifests
itself only on a limited regime of inputs and in the majority
of the examined cases RRR and R3D3 produced remarkably
similar performance figures. Finally select times are slightly
better with R3D3, especially at larger block sizes.
Real data. We repeated the previous experiment, but this
time over real data taken from real-life applications. For the
first experiment we collected bitmaps from various sources of
everyday engineering practice:

• fax: 1728x2376 bitmap image of text and diagrams from
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select query on random bitmaps.

We made 1 million trials, each time with a new random
block generated by setting each bit to 1 independently with
probability p = 0.1. Fig. 5 gives the average time to make a
random access to the encoded blocks and Fig. 6 compares the
average size of block-codes, as the block size increases from
16 to 128.

We observe that EF block-coding is indeed much less
sensitive to the block size; while R3D3 needs only 3 times
as much time to access a 128-bit block as for a 16-bit block,
this factor is 25-fold with RRR. Furthermore, R3D3 produces
only slightly larger blocks than RRR and both are comfortably
close to the entropy bound (that RRR beats the entropy limit is
not surprising, as combinatorial ranks are a maximally space-
efficient universal code, plus our results do not account for
the storage size of the class bits ci). This seems a price it is
well worth paying for more efficient block-(de)coding at higher
block sizes as the reduced indexes will greatly compensate for
this loss, as revealed in our next experiments.

Random synthetic bitmaps. For this experiment we stay at
random bitmaps as input, but now we evaluate RRR and R3D3
en bloc, not just the block-coding components as previously.
We generated 1 Mbit random bitmaps with increasing p from
0 to 1/2 and we evaluated space and time characteristics of our
compressed bitvectors; Fig. 7 gives the size and Fig. 8, Fig. 9,

and Fig. 10 give the execution time for access, rank, and
respectively select queries to random positions, averaged over
10 trials. We repeated the experiments for R3D3 at different
settings for the block size: b = 32, b = 64, and b = 256, while
for RRR we used the default setting b = 16.

On the storage size front, R3D3 exhibits huge gains over
RRR. Even at b = 32 we already see two-fold reduction, while
the setting b = 64 yields fourfold and b = 256 a whopping
4–10-fold improvement. At this point, R3D3 compresses very
close to the entropy limit. On the other hand, the performance
figures are slightly worse with R3D3; access is at most 20%
and rank is at most 23% faster with RRR than with R3D3
when the block size is 32, the figures are 30% for access and
35% for rank at b = 64, and 30–70% on access and 10–60%
on rank at b = 256. The performance difference manifests
itself only on a limited regime of inputs and in the majority
of the examined cases RRR and R3D3 produced remarkably
similar performance figures. Finally select times are slightly
better with R3D3, especially at larger block sizes.
Real data. We repeated the previous experiment, but this
time over real data taken from real-life applications. For the
first experiment we collected bitmaps from various sources of
everyday engineering practice:

• fax: 1728x2376 bitmap image of text and diagrams from
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bits and supports access and rank queries in expected O(pb)
time and select queries in O(logn) if pb = o(logn).

We give the proof of Theorem 1 through a sequence of
technical Lemmas; for clarity the proofs of the Lemmas in
turn will be relegated to the Appendix.

The below Lemma characterizes the encoded size MI of the
RRR index structure that we embed into R3D3.

Lemma 1. The RRR index needs MI = n
b (2 + 3 log b +

2 log log n) bits.

MI is of course the redundancy in R3D3. Next, we give the
size of the EF-coded blocks, MD.

Lemma 2. The EF-encoded data needs MD = nH0+np bits.

Finally, the query execution times stated below for R3D3 are
as follows: for access(t, i) locating the beginning of the EF-
coded block that contains position i and identifying the class
take O(1) time, to which block-decoding adds another O(pb)
for the “average” block. The same holds for rank(t, i), while
select(t, i) goes with binary-searching superblock and block
ranks in O(log n) time and then decoding the block, again
in expected O(pb) time. The total time O(logn) + O(pb) is
dominated by the binary-search as long as pb = o(logn).

Lemma 3. Answering access and rank queries on the R3D3
representation needs expected O(pb) time and select goes in
O(log n) as long as pb = o(logn).

This completes the proof of Theorem 1. What remains to
be done is to fine-tune the block size b. This needs to be done
very carefully; increasing b makes for smaller index MI and
hence smaller overall size (the data part MD is by and large
independent of b), but increasing b too much deteriorates query
time. We need to strike a fine balance between space and time
here, one that results in entropy-constrained size for both MD

and MI but still does not ruin query performance.
We introduce a new parameter C = pb, which can be

broadly interpreted as the “average” popcount of blocks. Of
course, C ≥ 1 to ensure that there is at least one bit set
in each block. Thus, b = C/p and we immediately get the
execution times for access and rank as O(pb) = O(C). Then
again, C must not be too large, that is, beyond O(logn),
otherwise select suffers. This gives the useful range C ≥ 1,
C = o(log n). The following result summarizes these findings.

Theorem 2. Let t be a bitvector of length n and entropy H0,
and let C ≥ 1, c = o(logn). Then, encoding t with R3D3
needs at most

nH0 + nH0

(

1

2
+O

(

logC

C

))

(1)

bits and supports access and rank in expected O(C) time and
select in O(log n).

Again, consult the Appendix for the proof.

C. Discussion

We close this Section with some remarks on R3D3.

First, R3D3 achieves entropy-constrained space on both
the data and the index (up to a small error term for the
index): the RRR index and the UBA components in the block-
codes, which, as per duplicate indexing, together make up
the R3D3 index, need nH0 (1/2 +O (logC/C)) bits of storage
space, while the data component (the LBAs) uses another nH0

bits. As far as we are aware of, R3D3 is the first such doubly
opportunistic compressed data structure.

Second, the above space bounds are strictly of worst-case
nature, in that there are much tighter upper bounds than what
we used in Theorem 2. Since nH0 + np � 3

2nH0 when p
is sufficiently small, the space bounds can be improved to
nH0+nH0O (logC/C) bits if p < 0.169, a substantially tighter
space characterization for low-entropy input.

Third, tuning constant C opens the door to a wide spectrum
of space–time trade-offs. At one extreme, when C = 1, i.e.,
when there is only a single bit set per block on average, we
get very fast O(1) access and rank at the cost of a somewhat
largish nH0 (3/2 +O(1)) bits memory footprint, an overhead
of ∼ 50%. This is because EF-coded blocks are slightly
larger than RRR’s blocks. On the other hand, increasing C
will result larger blocks and less overhead for indexing; when
C = O(logn) we get execution-time parity with RRR with
much smaller nH0(

1
2 +O (log log n/log n) bits indexes.

Finally, we observe that our results are in line with the lower
bounds of [26], stating that we need Ω( log log n

log n ) bits index to
implement rank in O(1). R3D3, however, gives O(1) index
size in this setting.

IV. NUMERICAL EVALUATIONS

Next, we turn to present a comprehensive set of experimental
results to evaluate the space- and time-efficiency of R3D3.
For this purpose, we created a proof-of-concept prototype on
top of the Succinct Data Structure Library (SDSL, [33]), a
powerful C++ template toolkit with comprehensive support for
the state-of-the-art in compressed data structures. Stock SDSL
offers only the unindexed version of RRR, therefore we created
3 additional C++ template classes on top of SDSL: indexed
RRR plus indexed and unindexed versions of R3D3. In the
rest of this section RRR and R3D3 will refer to the indexed
versions. The R3D3 block-coding routines, furthermore, use
the EF optimizations as described in [37]. The code is available
at [38].

The two dimensions of interest are the compressed size and
performance of queries for RRR and R3D3. We used the CPU’s
RDTSC register, holding the actual snapshot of the program
counter, to measure execution times with (close-to) cycle-level
precision. The experiments were conducted on a Linux PC,
Intel Core i3 CPU @ 3.3GHz with 4Gbyte of RAM.
Block-coding. The goal of our first experiment is to validate
our choice for EF instead of RRR’s combinatorial rank-
ing/unranking scheme to encode blocks. Recall, this choice
was made because EF supports all basic block-operations in
O(popcount(b)) time as opposed to O(b) for RRR, where b is
the block size, at the cost of slightly bigger block-codes. Note
that the population of the block does not alter the relation
between EF and combinatorial encodings.
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and let C ≥ 1, c = o(logn). Then, encoding t with R3D3
needs at most

nH0 + nH0

(

1

2
+O

(

logC

C

))

(1)

bits and supports access and rank in expected O(C) time and
select in O(log n).

Again, consult the Appendix for the proof.

C. Discussion

We close this Section with some remarks on R3D3.

First, R3D3 achieves entropy-constrained space on both
the data and the index (up to a small error term for the
index): the RRR index and the UBA components in the block-
codes, which, as per duplicate indexing, together make up
the R3D3 index, need nH0 (1/2 +O (logC/C)) bits of storage
space, while the data component (the LBAs) uses another nH0

bits. As far as we are aware of, R3D3 is the first such doubly
opportunistic compressed data structure.

Second, the above space bounds are strictly of worst-case
nature, in that there are much tighter upper bounds than what
we used in Theorem 2. Since nH0 + np � 3

2nH0 when p
is sufficiently small, the space bounds can be improved to
nH0+nH0O (logC/C) bits if p < 0.169, a substantially tighter
space characterization for low-entropy input.

Third, tuning constant C opens the door to a wide spectrum
of space–time trade-offs. At one extreme, when C = 1, i.e.,
when there is only a single bit set per block on average, we
get very fast O(1) access and rank at the cost of a somewhat
largish nH0 (3/2 +O(1)) bits memory footprint, an overhead
of ∼ 50%. This is because EF-coded blocks are slightly
larger than RRR’s blocks. On the other hand, increasing C
will result larger blocks and less overhead for indexing; when
C = O(logn) we get execution-time parity with RRR with
much smaller nH0(

1
2 +O (log log n/log n) bits indexes.

Finally, we observe that our results are in line with the lower
bounds of [26], stating that we need Ω( log log n

log n ) bits index to
implement rank in O(1). R3D3, however, gives O(1) index
size in this setting.

IV. NUMERICAL EVALUATIONS

Next, we turn to present a comprehensive set of experimental
results to evaluate the space- and time-efficiency of R3D3.
For this purpose, we created a proof-of-concept prototype on
top of the Succinct Data Structure Library (SDSL, [33]), a
powerful C++ template toolkit with comprehensive support for
the state-of-the-art in compressed data structures. Stock SDSL
offers only the unindexed version of RRR, therefore we created
3 additional C++ template classes on top of SDSL: indexed
RRR plus indexed and unindexed versions of R3D3. In the
rest of this section RRR and R3D3 will refer to the indexed
versions. The R3D3 block-coding routines, furthermore, use
the EF optimizations as described in [37]. The code is available
at [38].

The two dimensions of interest are the compressed size and
performance of queries for RRR and R3D3. We used the CPU’s
RDTSC register, holding the actual snapshot of the program
counter, to measure execution times with (close-to) cycle-level
precision. The experiments were conducted on a Linux PC,
Intel Core i3 CPU @ 3.3GHz with 4Gbyte of RAM.
Block-coding. The goal of our first experiment is to validate
our choice for EF instead of RRR’s combinatorial rank-
ing/unranking scheme to encode blocks. Recall, this choice
was made because EF supports all basic block-operations in
O(popcount(b)) time as opposed to O(b) for RRR, where b is
the block size, at the cost of slightly bigger block-codes. Note
that the population of the block does not alter the relation
between EF and combinatorial encodings.
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Figure 8: Average time of a random
access query on random bitmaps.
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Figure 9: Average time of a random rank
query on random bitmaps.
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Figure 10: Average time of a random
select query on random bitmaps.

We made 1 million trials, each time with a new random
block generated by setting each bit to 1 independently with
probability p = 0.1. Fig. 5 gives the average time to make a
random access to the encoded blocks and Fig. 6 compares the
average size of block-codes, as the block size increases from
16 to 128.

We observe that EF block-coding is indeed much less
sensitive to the block size; while R3D3 needs only 3 times
as much time to access a 128-bit block as for a 16-bit block,
this factor is 25-fold with RRR. Furthermore, R3D3 produces
only slightly larger blocks than RRR and both are comfortably
close to the entropy bound (that RRR beats the entropy limit is
not surprising, as combinatorial ranks are a maximally space-
efficient universal code, plus our results do not account for
the storage size of the class bits ci). This seems a price it is
well worth paying for more efficient block-(de)coding at higher
block sizes as the reduced indexes will greatly compensate for
this loss, as revealed in our next experiments.

Random synthetic bitmaps. For this experiment we stay at
random bitmaps as input, but now we evaluate RRR and R3D3
en bloc, not just the block-coding components as previously.
We generated 1 Mbit random bitmaps with increasing p from
0 to 1/2 and we evaluated space and time characteristics of our
compressed bitvectors; Fig. 7 gives the size and Fig. 8, Fig. 9,

and Fig. 10 give the execution time for access, rank, and
respectively select queries to random positions, averaged over
10 trials. We repeated the experiments for R3D3 at different
settings for the block size: b = 32, b = 64, and b = 256, while
for RRR we used the default setting b = 16.

On the storage size front, R3D3 exhibits huge gains over
RRR. Even at b = 32 we already see two-fold reduction, while
the setting b = 64 yields fourfold and b = 256 a whopping
4–10-fold improvement. At this point, R3D3 compresses very
close to the entropy limit. On the other hand, the performance
figures are slightly worse with R3D3; access is at most 20%
and rank is at most 23% faster with RRR than with R3D3
when the block size is 32, the figures are 30% for access and
35% for rank at b = 64, and 30–70% on access and 10–60%
on rank at b = 256. The performance difference manifests
itself only on a limited regime of inputs and in the majority
of the examined cases RRR and R3D3 produced remarkably
similar performance figures. Finally select times are slightly
better with R3D3, especially at larger block sizes.
Real data. We repeated the previous experiment, but this
time over real data taken from real-life applications. For the
first experiment we collected bitmaps from various sources of
everyday engineering practice:

• fax: 1728x2376 bitmap image of text and diagrams from
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We made 1 million trials, each time with a new random
block generated by setting each bit to 1 independently with
probability p = 0.1. Fig. 5 gives the average time to make a
random access to the encoded blocks and Fig. 6 compares the
average size of block-codes, as the block size increases from
16 to 128.

We observe that EF block-coding is indeed much less
sensitive to the block size; while R3D3 needs only 3 times
as much time to access a 128-bit block as for a 16-bit block,
this factor is 25-fold with RRR. Furthermore, R3D3 produces
only slightly larger blocks than RRR and both are comfortably
close to the entropy bound (that RRR beats the entropy limit is
not surprising, as combinatorial ranks are a maximally space-
efficient universal code, plus our results do not account for
the storage size of the class bits ci). This seems a price it is
well worth paying for more efficient block-(de)coding at higher
block sizes as the reduced indexes will greatly compensate for
this loss, as revealed in our next experiments.

Random synthetic bitmaps. For this experiment we stay at
random bitmaps as input, but now we evaluate RRR and R3D3
en bloc, not just the block-coding components as previously.
We generated 1 Mbit random bitmaps with increasing p from
0 to 1/2 and we evaluated space and time characteristics of our
compressed bitvectors; Fig. 7 gives the size and Fig. 8, Fig. 9,

and Fig. 10 give the execution time for access, rank, and
respectively select queries to random positions, averaged over
10 trials. We repeated the experiments for R3D3 at different
settings for the block size: b = 32, b = 64, and b = 256, while
for RRR we used the default setting b = 16.

On the storage size front, R3D3 exhibits huge gains over
RRR. Even at b = 32 we already see two-fold reduction, while
the setting b = 64 yields fourfold and b = 256 a whopping
4–10-fold improvement. At this point, R3D3 compresses very
close to the entropy limit. On the other hand, the performance
figures are slightly worse with R3D3; access is at most 20%
and rank is at most 23% faster with RRR than with R3D3
when the block size is 32, the figures are 30% for access and
35% for rank at b = 64, and 30–70% on access and 10–60%
on rank at b = 256. The performance difference manifests
itself only on a limited regime of inputs and in the majority
of the examined cases RRR and R3D3 produced remarkably
similar performance figures. Finally select times are slightly
better with R3D3, especially at larger block sizes.
Real data. We repeated the previous experiment, but this
time over real data taken from real-life applications. For the
first experiment we collected bitmaps from various sources of
everyday engineering practice:

• fax: 1728x2376 bitmap image of text and diagrams from

6

 0

 100

 200

 300

 400

 500

 20  40  60  80  100  120

A
cc

es
s 

tim
e 

[C
P

U
 c

yc
le

s]

Block size [bits]

RRR
R3D3

Figure 5: Average time to access a ran-
dom position in RRR and EF block-
codes as the function of the block size,
on random bitmaps, p = 0.1.

 0

 10

 20

 30

 40

 50

 60

 70

 20  40  60  80  100  120

S
iz

e 
[b

its
]

Block size [bits]

RRR
R3D3

Entropy bound

Figure 6: Average size of RRR and EF
block-codes and the zero-order entropy
limit (dashed line) as the function of the
block size, on random bitmaps, p = 0.1.

 0

 0.1

 0.2

 0.3

0.001 0.01 0.1 0.5

si
ze

 [M
B

yt
es

]

p

RRR 
R3D3_32
R3D3_64

R3D3_256
Entropy

Figure 7: Average size of random
bitmaps compressed with RRR and
R3D3, and the corresponding entropy
limit, as the function of p.

 0

 100

 200

 300

 400

 500

0.001 0.01 0.1 0.5

E
xe

cu
tio

n 
tim

e 
[c

yc
le

s]

p

RRR
R3D3_32
R3D3_64

R3D3_256

Figure 8: Average time of a random
access query on random bitmaps.

 0

 100

 200

 300

 400

 500

0.001 0.01 0.1 0.5

E
xe

cu
tio

n 
tim

e 
[c

yc
le

s]

p

RRR
R3D3_32
R3D3_64

R3D3_256

Figure 9: Average time of a random rank
query on random bitmaps.
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We made 1 million trials, each time with a new random
block generated by setting each bit to 1 independently with
probability p = 0.1. Fig. 5 gives the average time to make a
random access to the encoded blocks and Fig. 6 compares the
average size of block-codes, as the block size increases from
16 to 128.

We observe that EF block-coding is indeed much less
sensitive to the block size; while R3D3 needs only 3 times
as much time to access a 128-bit block as for a 16-bit block,
this factor is 25-fold with RRR. Furthermore, R3D3 produces
only slightly larger blocks than RRR and both are comfortably
close to the entropy bound (that RRR beats the entropy limit is
not surprising, as combinatorial ranks are a maximally space-
efficient universal code, plus our results do not account for
the storage size of the class bits ci). This seems a price it is
well worth paying for more efficient block-(de)coding at higher
block sizes as the reduced indexes will greatly compensate for
this loss, as revealed in our next experiments.

Random synthetic bitmaps. For this experiment we stay at
random bitmaps as input, but now we evaluate RRR and R3D3
en bloc, not just the block-coding components as previously.
We generated 1 Mbit random bitmaps with increasing p from
0 to 1/2 and we evaluated space and time characteristics of our
compressed bitvectors; Fig. 7 gives the size and Fig. 8, Fig. 9,

and Fig. 10 give the execution time for access, rank, and
respectively select queries to random positions, averaged over
10 trials. We repeated the experiments for R3D3 at different
settings for the block size: b = 32, b = 64, and b = 256, while
for RRR we used the default setting b = 16.

On the storage size front, R3D3 exhibits huge gains over
RRR. Even at b = 32 we already see two-fold reduction, while
the setting b = 64 yields fourfold and b = 256 a whopping
4–10-fold improvement. At this point, R3D3 compresses very
close to the entropy limit. On the other hand, the performance
figures are slightly worse with R3D3; access is at most 20%
and rank is at most 23% faster with RRR than with R3D3
when the block size is 32, the figures are 30% for access and
35% for rank at b = 64, and 30–70% on access and 10–60%
on rank at b = 256. The performance difference manifests
itself only on a limited regime of inputs and in the majority
of the examined cases RRR and R3D3 produced remarkably
similar performance figures. Finally select times are slightly
better with R3D3, especially at larger block sizes.
Real data. We repeated the previous experiment, but this
time over real data taken from real-life applications. For the
first experiment we collected bitmaps from various sources of
everyday engineering practice:

• fax: 1728x2376 bitmap image of text and diagrams from
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Table I: Comparison of RRR or R3D3 on real bitmaps: sample name, size, and entropy bound (nH0); and compressed size and
average execution time of random access and rank queries. Sizes are in Mbytes (MiB) and times in number of CPU cycles.

RRR R3D3_32 R3D3_64 R3D3_256
Name Size Entropy Size Access Rank Size Access Rank Size Access Rank Size Access Rank
fax 0.49 0.19 0.86 106 205 0.56 112 256 0.37 125 267 0.2 210 328
bmp1 4.15 1.16 7.1 90 142 4.40 96 160 2.68 97 176 1.23 149 238
bmp2 4.15 1.69 7.46 121 223 4.99 141 278 3.34 150 290 2.06 236 357
zip 0.011 0.011 0.025 223 300 0.023 240 336 0.019 265 348 0.017 365 456
caida_4 3.38 0.19 5.6 82 145 3.28 87 195 1.84 95 243 0.62 146 328
caida_8 1.08 0.14 1.81 89 176 1.08 97 238 0.63 102 279 0.25 172 345
caida_16 0.34 0.09 0.58 104 211 0.37 114 282 0.23 124 297 0.11 209 354

Table II: Comparison of RRR or R3D3 on real textual data: sample name, size, and entropy bound (nH0); and compressed size
and average execution time of random access and rank queries. Sizes are in Mbytes (MiB) and times in number of CPU cycles.

RRR R3D3_32 R3D3_64 R3D3_256
Name Size Entropy Size Access Rank Size Access Rank Size Access Rank Size Access Rank
shakes 0.119 0.068 0.18 3860 1495 0.17 3402 1614 0.14 3473 1639 0.115 4477 1802
scifi 0.733 0.401 1.04 3619 1523 0.97 3219 1625 0.79 3280 1658 0.65 4201 1809
bible 3.86 2.06 5.26 3451 1504 4.83 3094 1632 3.99 3156 1655 3.26 4021 1806
chr7 10 2.5 6.61 1518 771 5.9 1427 825 4.79 1441 836 3.88 1840 915
chr22 3.73 0.92 2.45 1523 778 2.17 1427 829 1.77 1433 841 1.42 1825 913
coli 4.42 1.11 2.75 1482 769 2.57 1379 822 2.14 1403 839 1.77 1813 923
euler 1.91 0.79 2 2623 1146 1.83 2378 1210 1.51 2404 1238 1.23 3077 1368
pi_1M 0.95 0.39 1.02 2640 1159 0.93 2401 1208 0.76 2430 1241 0.62 3107 1360
pi_10M 9.54 3.96 10.23 2643 1161 9.28 2403 1229 7.62 2429 1242 6.19 3103 1357

Table III: Comparison of RRR or R3D3 on routing tables: sample name, number of prefixes, and entropy bound as of [31]; and
compressed size and average execution time of random FIB lookups. Sizes are in Kbytes (KiB) and times in CPU cycles.

RRR R3D3_32 R3D3_64 R3D3_256
Name #Prefixes Entropy Size Lookup Size Lookup Size Lookup Size Lookup
hbone-szeged 453,685 70.1 172.7 11468 145.8 9092 116.7 10444 93.2 14724
access_d 403,245 149.1 226.1 10828 193.7 9576 155.4 10268 123.8 13492
access_v 2,970 1.08 7.6 5672 7.4 5448 6.6 6772 6.4 7796
mobile 4,391 1.32 3.7 6760 3.8 6488 3.6 7260 3.5 7588
hbone-vh1 453,741 222.6 418.5 9248 362 7600 293.7 7556 238.1 9264

the Calgary Corpus [39];
• bmp1, bmp2: bilevel bitmap images scanned at 600dpi;
• zip: US ZIP codes in bitmap format, 1 marks a valid

and 0 marks an invalid ZIP code;
• caida_4, caida_8, caida_16: adjacency matrices

of the 4, 8, and 16-core of the Internet AS-level map in
bitmap format, as obtained from CAIDA on 2014-06-01.

The results are given in Table I. The first surprising observa-
tion is that not just that RRR does not reach the entropy limit
but it completely fails even the uncompressed size. This is due
to the excessive size of the index that we need to store to allow
queries into the compressed data. R3D3, on the other hand,
attains at least the uncompressed size at b = 32, improving on
RRR by a factor of 2 in most cases. Increasing the block size
to 64 then decreases the size by another factor of 2, while at
b = 256 R3D3 gets very close to the entropy limit, improving
over RRR by around a factor of 8. Meanwhile, the performance
of queries with R3D3 remains comfortably close to that for

RRR: at b = 32 the access execution times are on par and
rank is at most 30–40% slower, while at b = 256 we get
roughly half the performance of RRR. Recall, this is in return
to about 8 times smaller size.

We repeated the experiments with textual data, this time
compressing the input using Huffman-shaped wavelet trees
[16]. Since a wavelet tree is essentially just a collection of
bitmaps organized into a tree structure and access and rank
queries translate to those on these bitmaps, wavelet trees nicely
exercise the underlying bitvector encoders. The inputs:
• shakes, scifi and bible: excerpts from Shake-

speare’s plays, a science-fiction novel, and the Bible, all
in English;

• chr7, chr22, and coli: genome sequences from the
human Chromosome 7 and 22, and E-coli bacteria, down-
loaded from the UCSC Genome Browser [40];

• euler, pi_1m, and pi_10m: first 2 million digits of
the Euler constant, and 1 and 10 million digits of π.
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Figure 10: Average time of a random
select query on random bitmaps.

We made 1 million trials, each time with a new random
block generated by setting each bit to 1 independently with
probability p = 0.1. Fig. 5 gives the average time to make a
random access to the encoded blocks and Fig. 6 compares the
average size of block-codes, as the block size increases from
16 to 128.

We observe that EF block-coding is indeed much less
sensitive to the block size; while R3D3 needs only 3 times
as much time to access a 128-bit block as for a 16-bit block,
this factor is 25-fold with RRR. Furthermore, R3D3 produces
only slightly larger blocks than RRR and both are comfortably
close to the entropy bound (that RRR beats the entropy limit is
not surprising, as combinatorial ranks are a maximally space-
efficient universal code, plus our results do not account for
the storage size of the class bits ci). This seems a price it is
well worth paying for more efficient block-(de)coding at higher
block sizes as the reduced indexes will greatly compensate for
this loss, as revealed in our next experiments.

Random synthetic bitmaps. For this experiment we stay at
random bitmaps as input, but now we evaluate RRR and R3D3
en bloc, not just the block-coding components as previously.
We generated 1 Mbit random bitmaps with increasing p from
0 to 1/2 and we evaluated space and time characteristics of our
compressed bitvectors; Fig. 7 gives the size and Fig. 8, Fig. 9,

and Fig. 10 give the execution time for access, rank, and
respectively select queries to random positions, averaged over
10 trials. We repeated the experiments for R3D3 at different
settings for the block size: b = 32, b = 64, and b = 256, while
for RRR we used the default setting b = 16.

On the storage size front, R3D3 exhibits huge gains over
RRR. Even at b = 32 we already see two-fold reduction, while
the setting b = 64 yields fourfold and b = 256 a whopping
4–10-fold improvement. At this point, R3D3 compresses very
close to the entropy limit. On the other hand, the performance
figures are slightly worse with R3D3; access is at most 20%
and rank is at most 23% faster with RRR than with R3D3
when the block size is 32, the figures are 30% for access and
35% for rank at b = 64, and 30–70% on access and 10–60%
on rank at b = 256. The performance difference manifests
itself only on a limited regime of inputs and in the majority
of the examined cases RRR and R3D3 produced remarkably
similar performance figures. Finally select times are slightly
better with R3D3, especially at larger block sizes.
Real data. We repeated the previous experiment, but this
time over real data taken from real-life applications. For the
first experiment we collected bitmaps from various sources of
everyday engineering practice:

• fax: 1728x2376 bitmap image of text and diagrams from
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Table I: Comparison of RRR or R3D3 on real bitmaps: sample name, size, and entropy bound (nH0); and compressed size and
average execution time of random access and rank queries. Sizes are in Mbytes (MiB) and times in number of CPU cycles.

RRR R3D3_32 R3D3_64 R3D3_256
Name Size Entropy Size Access Rank Size Access Rank Size Access Rank Size Access Rank
fax 0.49 0.19 0.86 106 205 0.56 112 256 0.37 125 267 0.2 210 328
bmp1 4.15 1.16 7.1 90 142 4.40 96 160 2.68 97 176 1.23 149 238
bmp2 4.15 1.69 7.46 121 223 4.99 141 278 3.34 150 290 2.06 236 357
zip 0.011 0.011 0.025 223 300 0.023 240 336 0.019 265 348 0.017 365 456
caida_4 3.38 0.19 5.6 82 145 3.28 87 195 1.84 95 243 0.62 146 328
caida_8 1.08 0.14 1.81 89 176 1.08 97 238 0.63 102 279 0.25 172 345
caida_16 0.34 0.09 0.58 104 211 0.37 114 282 0.23 124 297 0.11 209 354

Table II: Comparison of RRR or R3D3 on real textual data: sample name, size, and entropy bound (nH0); and compressed size
and average execution time of random access and rank queries. Sizes are in Mbytes (MiB) and times in number of CPU cycles.

RRR R3D3_32 R3D3_64 R3D3_256
Name Size Entropy Size Access Rank Size Access Rank Size Access Rank Size Access Rank
shakes 0.119 0.068 0.18 3860 1495 0.17 3402 1614 0.14 3473 1639 0.115 4477 1802
scifi 0.733 0.401 1.04 3619 1523 0.97 3219 1625 0.79 3280 1658 0.65 4201 1809
bible 3.86 2.06 5.26 3451 1504 4.83 3094 1632 3.99 3156 1655 3.26 4021 1806
chr7 10 2.5 6.61 1518 771 5.9 1427 825 4.79 1441 836 3.88 1840 915
chr22 3.73 0.92 2.45 1523 778 2.17 1427 829 1.77 1433 841 1.42 1825 913
coli 4.42 1.11 2.75 1482 769 2.57 1379 822 2.14 1403 839 1.77 1813 923
euler 1.91 0.79 2 2623 1146 1.83 2378 1210 1.51 2404 1238 1.23 3077 1368
pi_1M 0.95 0.39 1.02 2640 1159 0.93 2401 1208 0.76 2430 1241 0.62 3107 1360
pi_10M 9.54 3.96 10.23 2643 1161 9.28 2403 1229 7.62 2429 1242 6.19 3103 1357

Table III: Comparison of RRR or R3D3 on routing tables: sample name, number of prefixes, and entropy bound as of [31]; and
compressed size and average execution time of random FIB lookups. Sizes are in Kbytes (KiB) and times in CPU cycles.

RRR R3D3_32 R3D3_64 R3D3_256
Name #Prefixes Entropy Size Lookup Size Lookup Size Lookup Size Lookup
hbone-szeged 453,685 70.1 172.7 11468 145.8 9092 116.7 10444 93.2 14724
access_d 403,245 149.1 226.1 10828 193.7 9576 155.4 10268 123.8 13492
access_v 2,970 1.08 7.6 5672 7.4 5448 6.6 6772 6.4 7796
mobile 4,391 1.32 3.7 6760 3.8 6488 3.6 7260 3.5 7588
hbone-vh1 453,741 222.6 418.5 9248 362 7600 293.7 7556 238.1 9264

the Calgary Corpus [39];
• bmp1, bmp2: bilevel bitmap images scanned at 600dpi;
• zip: US ZIP codes in bitmap format, 1 marks a valid

and 0 marks an invalid ZIP code;
• caida_4, caida_8, caida_16: adjacency matrices

of the 4, 8, and 16-core of the Internet AS-level map in
bitmap format, as obtained from CAIDA on 2014-06-01.

The results are given in Table I. The first surprising observa-
tion is that not just that RRR does not reach the entropy limit
but it completely fails even the uncompressed size. This is due
to the excessive size of the index that we need to store to allow
queries into the compressed data. R3D3, on the other hand,
attains at least the uncompressed size at b = 32, improving on
RRR by a factor of 2 in most cases. Increasing the block size
to 64 then decreases the size by another factor of 2, while at
b = 256 R3D3 gets very close to the entropy limit, improving
over RRR by around a factor of 8. Meanwhile, the performance
of queries with R3D3 remains comfortably close to that for

RRR: at b = 32 the access execution times are on par and
rank is at most 30–40% slower, while at b = 256 we get
roughly half the performance of RRR. Recall, this is in return
to about 8 times smaller size.

We repeated the experiments with textual data, this time
compressing the input using Huffman-shaped wavelet trees
[16]. Since a wavelet tree is essentially just a collection of
bitmaps organized into a tree structure and access and rank
queries translate to those on these bitmaps, wavelet trees nicely
exercise the underlying bitvector encoders. The inputs:
• shakes, scifi and bible: excerpts from Shake-

speare’s plays, a science-fiction novel, and the Bible, all
in English;

• chr7, chr22, and coli: genome sequences from the
human Chromosome 7 and 22, and E-coli bacteria, down-
loaded from the UCSC Genome Browser [40];

• euler, pi_1m, and pi_10m: first 2 million digits of
the Euler constant, and 1 and 10 million digits of π.
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but it completely fails even the uncompressed size. This is due
to the excessive size of the index that we need to store to allow
queries into the compressed data. R3D3, on the other hand,
attains at least the uncompressed size at b = 32, improving on
RRR by a factor of 2 in most cases. Increasing the block size
to 64 then decreases the size by another factor of 2, while at
b = 256 R3D3 gets very close to the entropy limit, improving
over RRR by around a factor of 8. Meanwhile, the performance
of queries with R3D3 remains comfortably close to that for

RRR: at b = 32 the access execution times are on par and
rank is at most 30–40% slower, while at b = 256 we get
roughly half the performance of RRR. Recall, this is in return
to about 8 times smaller size.

We repeated the experiments with textual data, this time
compressing the input using Huffman-shaped wavelet trees
[16]. Since a wavelet tree is essentially just a collection of
bitmaps organized into a tree structure and access and rank
queries translate to those on these bitmaps, wavelet trees nicely
exercise the underlying bitvector encoders. The inputs:
• shakes, scifi and bible: excerpts from Shake-

speare’s plays, a science-fiction novel, and the Bible, all
in English;
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loaded from the UCSC Genome Browser [40];

• euler, pi_1m, and pi_10m: first 2 million digits of
the Euler constant, and 1 and 10 million digits of π.
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roughly half the performance of RRR. Recall, this is in return
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We repeated the experiments with textual data, this time
compressing the input using Huffman-shaped wavelet trees
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bitmaps organized into a tree structure and access and rank
queries translate to those on these bitmaps, wavelet trees nicely
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speare’s plays, a science-fiction novel, and the Bible, all
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• euler, pi_1m, and pi_10m: first 2 million digits of
the Euler constant, and 1 and 10 million digits of π.
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The results are in Table II. It seems that on real text inputs
random access is consistently faster with R3D3 than with RRR
at moderate block sizes while rank performance is similar, and
even at b = 256 we see only a minor performance hit. This is
most probably due to the larger inputs and thereby CPU cache
performance dominating query times. Interestingly, access ran
slower than the more complex rank queries.

This experiment spectacularly highlights the benefits of
data compression for operating on large quantities of data:
it simultaneously delivers significant space savings over an
uncompressed representation and implements fast operations
on the content, permitting powerful queries of the type “How
many times digit 5 occurs in π until the 500, 000-th position?”
(rank5(π, 500000)) or “Which is the 500-th valid ZIP code?”
(select1(zip, 500)), which a naive uncompressed representation
does not even support out of the box.

These observations are further confirmed by our experiments
on real Internet forwarding tables (see Table III). We used
the XBW scheme of [31], a pair of a bitvector and a wavelet
tree that together encode a prefix tree, to compress real FIB
instances taken from operational Internet routers. Again, R3D3
approaches the entropy at larger block sizes and beats RRR
multiple times, and it supports longest-prefix matches faster
than the RRR-based encoding at roughly 5 times the speed as
reported in [31].

V. CONCLUSION

Throughout the recent years, compressed data structures
have gained wide-spread adoption in information retrieval,
computational geometry, bioinformatics, networking, and big
data. This is on the one hand due to their potential for making
it possible to operate on unprecedentedly huge instances of
data and, on the other hand, because they support much more
complex queries to the compressed data, like rank and select,
with zero performance impact. In many cases compression
creates a win-win situation, as the memory footprint of large
bodies of information can be freely decreased and meanwhile
processing may even get faster, thanks to the data drifting
closer to the CPU in the cache hierarchy.

In this paper, we have proposed R3D3 as a new tool for
compressing and indexing bitvectors. R3D3 is, in contrast
to previous work, doubly opportunistic, in that it realizes
substantial space savings on the compressed data and the
index alike. Furthermore, it allows to strike a fine space–
time balance as required by the application at hand, with
a smooth transition between the extremes. We have shown
that most benefits already manifest themselves at moderate
block sizes, realizing several times smaller encodings at only
a slight performance impact compared to the state-of-the-art
compressed bitvector scheme, RRR. At the extreme, for very
large blocks R3D3 may provide 10-fold space reduction over
uncompressed data and over RRR, in exchange of at most
50% performance penalty. Notably, on real data R3D3 proved
faster than RRR. And because underlying most data indexing
schemes, like compressed text indexes or compressed labeled
trees, there is a bitvector data structure behind the scenes,
the benefits of R3D3 also appear when compressing complex
information, like small entropy textual data or genomes.
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The results are in Table II. It seems that on real text inputs
random access is consistently faster with R3D3 than with RRR
at moderate block sizes while rank performance is similar, and
even at b = 256 we see only a minor performance hit. This is
most probably due to the larger inputs and thereby CPU cache
performance dominating query times. Interestingly, access ran
slower than the more complex rank queries.

This experiment spectacularly highlights the benefits of
data compression for operating on large quantities of data:
it simultaneously delivers significant space savings over an
uncompressed representation and implements fast operations
on the content, permitting powerful queries of the type “How
many times digit 5 occurs in π until the 500, 000-th position?”
(rank5(π, 500000)) or “Which is the 500-th valid ZIP code?”
(select1(zip, 500)), which a naive uncompressed representation
does not even support out of the box.

These observations are further confirmed by our experiments
on real Internet forwarding tables (see Table III). We used
the XBW scheme of [31], a pair of a bitvector and a wavelet
tree that together encode a prefix tree, to compress real FIB
instances taken from operational Internet routers. Again, R3D3
approaches the entropy at larger block sizes and beats RRR
multiple times, and it supports longest-prefix matches faster
than the RRR-based encoding at roughly 5 times the speed as
reported in [31].

V. CONCLUSION

Throughout the recent years, compressed data structures
have gained wide-spread adoption in information retrieval,
computational geometry, bioinformatics, networking, and big
data. This is on the one hand due to their potential for making
it possible to operate on unprecedentedly huge instances of
data and, on the other hand, because they support much more
complex queries to the compressed data, like rank and select,
with zero performance impact. In many cases compression
creates a win-win situation, as the memory footprint of large
bodies of information can be freely decreased and meanwhile
processing may even get faster, thanks to the data drifting
closer to the CPU in the cache hierarchy.

In this paper, we have proposed R3D3 as a new tool for
compressing and indexing bitvectors. R3D3 is, in contrast
to previous work, doubly opportunistic, in that it realizes
substantial space savings on the compressed data and the
index alike. Furthermore, it allows to strike a fine space–
time balance as required by the application at hand, with
a smooth transition between the extremes. We have shown
that most benefits already manifest themselves at moderate
block sizes, realizing several times smaller encodings at only
a slight performance impact compared to the state-of-the-art
compressed bitvector scheme, RRR. At the extreme, for very
large blocks R3D3 may provide 10-fold space reduction over
uncompressed data and over RRR, in exchange of at most
50% performance penalty. Notably, on real data R3D3 proved
faster than RRR. And because underlying most data indexing
schemes, like compressed text indexes or compressed labeled
trees, there is a bitvector data structure behind the scenes,
the benefits of R3D3 also appear when compressing complex
information, like small entropy textual data or genomes.
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The results are in Table II. It seems that on real text inputs
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slower than the more complex rank queries.
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uncompressed representation and implements fast operations
on the content, permitting powerful queries of the type “How
many times digit 5 occurs in π until the 500, 000-th position?”
(rank5(π, 500000)) or “Which is the 500-th valid ZIP code?”
(select1(zip, 500)), which a naive uncompressed representation
does not even support out of the box.

These observations are further confirmed by our experiments
on real Internet forwarding tables (see Table III). We used
the XBW scheme of [31], a pair of a bitvector and a wavelet
tree that together encode a prefix tree, to compress real FIB
instances taken from operational Internet routers. Again, R3D3
approaches the entropy at larger block sizes and beats RRR
multiple times, and it supports longest-prefix matches faster
than the RRR-based encoding at roughly 5 times the speed as
reported in [31].

V. CONCLUSION

Throughout the recent years, compressed data structures
have gained wide-spread adoption in information retrieval,
computational geometry, bioinformatics, networking, and big
data. This is on the one hand due to their potential for making
it possible to operate on unprecedentedly huge instances of
data and, on the other hand, because they support much more
complex queries to the compressed data, like rank and select,
with zero performance impact. In many cases compression
creates a win-win situation, as the memory footprint of large
bodies of information can be freely decreased and meanwhile
processing may even get faster, thanks to the data drifting
closer to the CPU in the cache hierarchy.

In this paper, we have proposed R3D3 as a new tool for
compressing and indexing bitvectors. R3D3 is, in contrast
to previous work, doubly opportunistic, in that it realizes
substantial space savings on the compressed data and the
index alike. Furthermore, it allows to strike a fine space–
time balance as required by the application at hand, with
a smooth transition between the extremes. We have shown
that most benefits already manifest themselves at moderate
block sizes, realizing several times smaller encodings at only
a slight performance impact compared to the state-of-the-art
compressed bitvector scheme, RRR. At the extreme, for very
large blocks R3D3 may provide 10-fold space reduction over
uncompressed data and over RRR, in exchange of at most
50% performance penalty. Notably, on real data R3D3 proved
faster than RRR. And because underlying most data indexing
schemes, like compressed text indexes or compressed labeled
trees, there is a bitvector data structure behind the scenes,
the benefits of R3D3 also appear when compressing complex
information, like small entropy textual data or genomes.
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APPENDIX

Proof of Lemma 1: The following metadata are stored in
the RRR index for each superblock i and each block j:
• Pi: the address of the ith superblock;
• Ri: cummulative rank up to the ith superblock;
• Lij : relative address of block j inside superblock i;
• Qij : relative rank of block j inside superblock i;
• Kij : the block class cj = popcount(bj).

Both P and R require n
s log(n) bits, K needs n

b log(b) bits,
while L and Q, both holding values relative to the containing
superblock, can use log(s) bits per block. In total

MI = 2
n

s
log n+

n

b
log b+ 2

n

b
log s (2)

= 2
n

b

(

b

s
log n+

log b

2
+ log s

)

. (3)

Now, (2) gives a useful hint on how to select the superblock
size: introducing the notation x = b

s we see that (2) is minimal
where ∂

∂x
n
b

(

x log n+ log b
2 + log b

x

)

= 0, which gives x =
1

log n and hence for the superblock size s = b log n. With this
setting, we get MI = n/b(2+3 log(b)+2 log logn) as required
by the claim of the Lemma.

Proof of Lemma 2: First, we observe that instead of
calculating the space occupancy of each block bi one by one,
it is enough to deal with the size of an “average” block with
c = pb (the proof is trivial using Jensen’s inequality, we
omit the details). The UBA stores a bit for each bucket plus
another bit for each bit set in the block, yielding 2log c + c =
2log b−l + c = b

2l
+ c bits overall, while the LBA consists of c

elements, each of l bits. Summed up for each of the n
b blocks:

MD =
n

b

(

b

2l
+ c+ lc

)

= n
(

2−l + p+ pl
)

. (4)

Recall that the choice for parameter l is elemental in EF;
usually l = �log b

c�. First, to demonstrate the main idea of the
proof we give the treatment for the simplified case when we
omit rounding to integers, then we discuss how to handle this
discrepancy. Letting l = log b− log c firstly yields

MD = n

(

c

b
+ p+ p log

b

c

)

= n

(

p+ p+ p log
1

p

)

(5)

≤ n

(

p+ (1− p) log
1

1− p
+ p log

1

p

)

= np+ nH0 , (6)

by that p ≤ (1− p) log( 1
1−p ) if p ∈ (0, 1

2 ], as requested.
Secondly, taking care of integrality l = �log b

c� and using
that b

c = 1
p , we write:

MD = n

(

2−�log 1
p � + p+ p

⌊

log
1

p

⌋)

. (7)

To prove the statement, it is now enough to show that (5) is
larger than, or equal to (7), or, equivalently, that the difference

2−x + xp− (2−�x� + �x�p)

is non-negative, where we used the shorthand x = log( 1p ).
Clearly for 0 ≤ x < 1 the difference equals 2−x + xp − 1,
which is always positive as 2−x ≥ 1 in this range and x and
p are positive. Next, we will show that f(x) = 2−x + xp is a
decreasing function of x for x ≥ 1. Substitute p = 2−x to get

f(x) = 2−x + x2−x = 2−x(1 + x)

Finally, we need to show that the derivate is negative:

∂f(x)

∂x
= 2−x − 2−x(1 + x) ln(2) = 2−x

(

1− (1 + x) ln(2)
)

.

Clearly, 2−x is positive and 1 − (1 + x) ln(2) is negative for
x > 1

ln(2) − 1 � 0.44. This completes the proof.
Proof of Theorem 2: We only need to show that

MI + MD is as required. Write MI = 2n
b + 3n

b log b +
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The results are in Table II. It seems that on real text inputs
random access is consistently faster with R3D3 than with RRR
at moderate block sizes while rank performance is similar, and
even at b = 256 we see only a minor performance hit. This is
most probably due to the larger inputs and thereby CPU cache
performance dominating query times. Interestingly, access ran
slower than the more complex rank queries.

This experiment spectacularly highlights the benefits of
data compression for operating on large quantities of data:
it simultaneously delivers significant space savings over an
uncompressed representation and implements fast operations
on the content, permitting powerful queries of the type “How
many times digit 5 occurs in π until the 500, 000-th position?”
(rank5(π, 500000)) or “Which is the 500-th valid ZIP code?”
(select1(zip, 500)), which a naive uncompressed representation
does not even support out of the box.

These observations are further confirmed by our experiments
on real Internet forwarding tables (see Table III). We used
the XBW scheme of [31], a pair of a bitvector and a wavelet
tree that together encode a prefix tree, to compress real FIB
instances taken from operational Internet routers. Again, R3D3
approaches the entropy at larger block sizes and beats RRR
multiple times, and it supports longest-prefix matches faster
than the RRR-based encoding at roughly 5 times the speed as
reported in [31].

V. CONCLUSION

Throughout the recent years, compressed data structures
have gained wide-spread adoption in information retrieval,
computational geometry, bioinformatics, networking, and big
data. This is on the one hand due to their potential for making
it possible to operate on unprecedentedly huge instances of
data and, on the other hand, because they support much more
complex queries to the compressed data, like rank and select,
with zero performance impact. In many cases compression
creates a win-win situation, as the memory footprint of large
bodies of information can be freely decreased and meanwhile
processing may even get faster, thanks to the data drifting
closer to the CPU in the cache hierarchy.

In this paper, we have proposed R3D3 as a new tool for
compressing and indexing bitvectors. R3D3 is, in contrast
to previous work, doubly opportunistic, in that it realizes
substantial space savings on the compressed data and the
index alike. Furthermore, it allows to strike a fine space–
time balance as required by the application at hand, with
a smooth transition between the extremes. We have shown
that most benefits already manifest themselves at moderate
block sizes, realizing several times smaller encodings at only
a slight performance impact compared to the state-of-the-art
compressed bitvector scheme, RRR. At the extreme, for very
large blocks R3D3 may provide 10-fold space reduction over
uncompressed data and over RRR, in exchange of at most
50% performance penalty. Notably, on real data R3D3 proved
faster than RRR. And because underlying most data indexing
schemes, like compressed text indexes or compressed labeled
trees, there is a bitvector data structure behind the scenes,
the benefits of R3D3 also appear when compressing complex
information, like small entropy textual data or genomes.
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APPENDIX

Proof of Lemma 1: The following metadata are stored in
the RRR index for each superblock i and each block j:
• Pi: the address of the ith superblock;
• Ri: cummulative rank up to the ith superblock;
• Lij : relative address of block j inside superblock i;
• Qij : relative rank of block j inside superblock i;
• Kij : the block class cj = popcount(bj).

Both P and R require n
s log(n) bits, K needs n

b log(b) bits,
while L and Q, both holding values relative to the containing
superblock, can use log(s) bits per block. In total

MI = 2
n

s
log n+

n

b
log b+ 2

n

b
log s (2)

= 2
n

b

(

b

s
log n+

log b

2
+ log s

)

. (3)

Now, (2) gives a useful hint on how to select the superblock
size: introducing the notation x = b

s we see that (2) is minimal
where ∂

∂x
n
b

(

x log n+ log b
2 + log b

x

)

= 0, which gives x =
1

log n and hence for the superblock size s = b log n. With this
setting, we get MI = n/b(2+3 log(b)+2 log logn) as required
by the claim of the Lemma.

Proof of Lemma 2: First, we observe that instead of
calculating the space occupancy of each block bi one by one,
it is enough to deal with the size of an “average” block with
c = pb (the proof is trivial using Jensen’s inequality, we
omit the details). The UBA stores a bit for each bucket plus
another bit for each bit set in the block, yielding 2log c + c =
2log b−l + c = b

2l
+ c bits overall, while the LBA consists of c

elements, each of l bits. Summed up for each of the n
b blocks:

MD =
n

b

(

b

2l
+ c+ lc

)

= n
(

2−l + p+ pl
)

. (4)

Recall that the choice for parameter l is elemental in EF;
usually l = �log b

c�. First, to demonstrate the main idea of the
proof we give the treatment for the simplified case when we
omit rounding to integers, then we discuss how to handle this
discrepancy. Letting l = log b− log c firstly yields

MD = n

(

c

b
+ p+ p log

b

c

)

= n

(

p+ p+ p log
1

p

)

(5)

≤ n
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p+ (1− p) log
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+ p log
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p

)

= np+ nH0 , (6)

by that p ≤ (1− p) log( 1
1−p ) if p ∈ (0, 1

2 ], as requested.
Secondly, taking care of integrality l = �log b

c� and using
that b

c = 1
p , we write:

MD = n
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⌊

log
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. (7)

To prove the statement, it is now enough to show that (5) is
larger than, or equal to (7), or, equivalently, that the difference

2−x + xp− (2−�x� + �x�p)

is non-negative, where we used the shorthand x = log( 1p ).
Clearly for 0 ≤ x < 1 the difference equals 2−x + xp − 1,
which is always positive as 2−x ≥ 1 in this range and x and
p are positive. Next, we will show that f(x) = 2−x + xp is a
decreasing function of x for x ≥ 1. Substitute p = 2−x to get

f(x) = 2−x + x2−x = 2−x(1 + x)

Finally, we need to show that the derivate is negative:

∂f(x)

∂x
= 2−x − 2−x(1 + x) ln(2) = 2−x

(

1− (1 + x) ln(2)
)

.

Clearly, 2−x is positive and 1 − (1 + x) ln(2) is negative for
x > 1

ln(2) − 1 � 0.44. This completes the proof.
Proof of Theorem 2: We only need to show that

MI + MD is as required. Write MI = 2n
b + 3n

b log b +
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APPENDIX

Proof of Lemma 1: The following metadata are stored in
the RRR index for each superblock i and each block j:
• Pi: the address of the ith superblock;
• Ri: cummulative rank up to the ith superblock;
• Lij : relative address of block j inside superblock i;
• Qij : relative rank of block j inside superblock i;
• Kij : the block class cj = popcount(bj).

Both P and R require n
s log(n) bits, K needs n

b log(b) bits,
while L and Q, both holding values relative to the containing
superblock, can use log(s) bits per block. In total

MI = 2
n

s
log n+

n

b
log b+ 2
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b
log s (2)

= 2
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b

s
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log b
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. (3)

Now, (2) gives a useful hint on how to select the superblock
size: introducing the notation x = b

s we see that (2) is minimal
where ∂

∂x
n
b

(

x log n+ log b
2 + log b

x

)

= 0, which gives x =
1

log n and hence for the superblock size s = b log n. With this
setting, we get MI = n/b(2+3 log(b)+2 log logn) as required
by the claim of the Lemma.

Proof of Lemma 2: First, we observe that instead of
calculating the space occupancy of each block bi one by one,
it is enough to deal with the size of an “average” block with
c = pb (the proof is trivial using Jensen’s inequality, we
omit the details). The UBA stores a bit for each bucket plus
another bit for each bit set in the block, yielding 2log c + c =
2log b−l + c = b

2l
+ c bits overall, while the LBA consists of c

elements, each of l bits. Summed up for each of the n
b blocks:

MD =
n

b

(

b

2l
+ c+ lc

)

= n
(

2−l + p+ pl
)

. (4)

Recall that the choice for parameter l is elemental in EF;
usually l = �log b

c�. First, to demonstrate the main idea of the
proof we give the treatment for the simplified case when we
omit rounding to integers, then we discuss how to handle this
discrepancy. Letting l = log b− log c firstly yields

MD = n

(
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+ p+ p log

b

c

)

= n

(

p+ p+ p log
1

p
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(5)

≤ n

(

p+ (1− p) log
1

1− p
+ p log
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p

)

= np+ nH0 , (6)

by that p ≤ (1− p) log( 1
1−p ) if p ∈ (0, 1

2 ], as requested.
Secondly, taking care of integrality l = �log b

c� and using
that b

c = 1
p , we write:

MD = n
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2−�log 1
p � + p+ p

⌊

log
1

p

⌋)

. (7)

To prove the statement, it is now enough to show that (5) is
larger than, or equal to (7), or, equivalently, that the difference

2−x + xp− (2−�x� + �x�p)

is non-negative, where we used the shorthand x = log( 1p ).
Clearly for 0 ≤ x < 1 the difference equals 2−x + xp − 1,
which is always positive as 2−x ≥ 1 in this range and x and
p are positive. Next, we will show that f(x) = 2−x + xp is a
decreasing function of x for x ≥ 1. Substitute p = 2−x to get

f(x) = 2−x + x2−x = 2−x(1 + x)

Finally, we need to show that the derivate is negative:

∂f(x)

∂x
= 2−x − 2−x(1 + x) ln(2) = 2−x

(

1− (1 + x) ln(2)
)

.

Clearly, 2−x is positive and 1 − (1 + x) ln(2) is negative for
x > 1

ln(2) − 1 � 0.44. This completes the proof.
Proof of Theorem 2: We only need to show that

MI + MD is as required. Write MI = 2n
b + 3n

b log b +
10

2n
b log log n and substitute b = C

p to get 2np
C + 3np

C log C
p +

2pn
C log log n. Using that p ≤ 1

2 and so p log 1
p ≤ H0 and

2p ≤ H0, we write for the first component 2pn
C ≤ nH0

1
C ,

for the second 3np
C log C

p = n
C

(

3p log 1
p + 3p logC

)

≤
n
C 3H0 + n

C 3p logC = nH0O( logC
C ), and for the third

n
C 2p log log n = n

C 2pO(logC) (by that C = O(logn)) and
thus nH0O( logC

C ) using the same substitutions as before.
Thus, MI = nH0O( logC

C ) and MD = nH0 + np ≤
nH0 +

1
2nH0, yielding the overall size MI +MD = nH0 +

nH0

(

1
2 +O( logC
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)

bits, which completes the proof.
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is non-negative, where we used the shorthand x = log( 1p ).
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