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We are a We focus on the
technology center.  transfer of knowledge to Industry.
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We develop industrial prototypes through the
application for our technological knowledge.

OUR PARTICIPATION
IN PROJECTS

Oct. 17,2023

CONTRIBUTION OF OUR OWN TECHNOLOGICAL ASSETS

REQUIREMENT CONCEPTUALIZATION DESINGN IMPLEMENTATION VALIDATION

NEED

IDEA

DEVELOPMENT

PROTOTYPE

INDUSTRIALIZATION

PRODUCT
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* Top 10 Industrial Group of Spain, #1 in Basque Country region
* Corporation of Cooperative Companies
* Workforce of >70.000 people

« 174M€in RED&iin 2022 MONDRAGON |ftiay

AT WORK
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2023

on Cloud to Edge Continuum

* Alinthe Edge-Cloud Continuum for Industry:

— MLOps @

- Collablor.atlv.e Al =7
— Al optimization

— Data Spaces /
- Integrating Open-Source Technologies: Q
— Interoperability
— Vendor neutrality
» /o
» Open-Source as Building Blocks C—o
* Customization as Glue
Oct. 17,2023 Ludwigsburg, Germany
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: | l | ’T, " on Cloud to Edge Continuum
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Manufacturing Use Case
Mondragon Assembly

Federated Learning and Al in
production

i

Industrial Use Case
Multiple Clients
Al in the Edge and loT

Research
FaaS Framework
loT & Edge to Cloud Continuum

Oct. 17,2023 Ludwigsburg, Germany
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on Cloud to Edge Continuum

* International reference in automation and
assembly solutions
* International presence

* 5 Business Units:
* Automation
* Turnkey lines for PV modules manufacturing
» Turnkey lines for battery pack technologies

MONDRAGON
@ASSEMBLY




* Use Case with various Al models for predictive maintenance,
defect detection, etc.

- Each automation line is deployed in different plants/clients

=

Company A Company B Company C
@ MONDRAGON
0 o —C o — O ASSEMBLY

Bpie

Oct. 17,2023 Ludwigsburg, Germany
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on Cloud to Edge Continuum

* How to train a common model without sending data to
the Cloud? ? Flower

* Federated Learning: decentralized ML approach where models
are trained locally on distributed edge devices without sharing mlfIOW“‘
raw data %

* Using Open-Source =
!

Apach

Air?ﬁow

\ 11] EVIDENTLY Al

» Using Edge Resources

/

Company A Company B Company C

Oct. 17,2023 Ludwigsburg, Germany




* How to take the Al models from PoC stage to production?
« MLOps: manage the full life-cycle of the models, from taking ¢ Flower

the data, training, deploying, detecting drift, retraining, etc.
mliflow

Apach

Air?ﬁow

(B o> O
\JL I DEV a o’ il I EVIDENTLY Al
Oct. 17 Ludwigsburg, Germany
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Training
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Q, Search by model name
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Tags
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MLOps plataform with Federated Learning and Distributed Al

Search

Clear

€ Flower
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http://172.16.56.28:4200/general

o J) 4T
MLOps plataform with Federated Learning and Distributed Al

Cliente_1 information:

IP Address: 172.16.56.28

Register timestamp: 2023-05-24709:43:45.197Z
Client status: Collecting_data

Server Node

Data Space

€ Flower

miflow

Collecting_data Collecting_data Collecting_data

Model life cycle Time series Model monitoring Model history

»i | ConceptDrift_evaluation_process [T schedule: #5++++ @ ) NextRun: 26/9/2023,7:55:00 u

< fi_train
skip_training

® c
D BranchPythonOperator

11] EVIDENTLY Al

D DummyOperator

D PythonOperator

D Queued

I::Rurming
D Success
OFrailed
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wait_for_simulations




Mondragon Assembly Use Cz:

MLOps plataform with Federated Learning and Distributed Al

Dataspace Connector &

Dataspace Connector

€ Flower

Data Sources Data Offerings File Types Active Incoming Contracts Policy Templates

9 8 0 0 1f/
e mij/ow

(= Data Offerings

Filter by catalog

v
Q Show all resources

creationdete e - 11| EVIDENTLY Al
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R

* How to use Al models in production in constrained devices?
« Very common use case in lots of industrial clients
* Use current devices in production to run Al workloads
* Improve current processes with Al on the Edge
* Reduce cost

Use dynamic/elastic architectures that can be updated to adapt fast

Al-POWERED HONEY ANALYSIS

@ SONICAT SYSTEMS
Oct. 17,2023 Ludwigsburg, Germany
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* How to use Al models in production in constrained devices?
Al optimization / TinyML

- Deployment (MLOps-EdgeOps) + Software Architecture
* Which kind of devices?

« Edge devices: Microprocessors (x64, ARM Cortex-A, etc.) with
capability to run containers and GNU Linux

 loT devices: Microcontrollers (ARM Cortex-M, Espressif, etc.) with *
baremetal Firmware or RTOS

 With what constraints?

|~

Z

Y

7

|~ <

.
7
/
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 Availability [continue running while offline) and security

* Run with current applications
Oct. 17,2023

Ludwigsburg, Germany
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* Al optimization / TinyML

» Frameworks: TF Lite, TensorRT, PyTorch Mobile, ONNX, GLOW,
Apache TVM, ARM NN, etc.
« Smalland Efficient networks (model architecture]

» Edge-Cloud Continuum: Wide variety of hardware with different
capabilities

 Integration with MLUps-EdgeOps to auto-optimize model for HW
* Deployment 8§ Architecture

« Edge devices: K8S, K3S, AWS Greengrass, Custom microservices
deployment IKERLAN KonnektBox, etc.

* lol devices: Custom integration with baremetal, FreeRTQS, etc.
Oct. 17,2023 Ludwigsburg, Germany
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SovereignEDGE .:u

J/ COGNIT 4

A Cognitive Serverless Framework
for the Cloud-Edge Continuum

COGNIT.SovereignEdge.EU

A project coordinated by OpenNebula Systems and
funded by the European Union's Horizon Europe Research
and Innovation programme, under Grant Agreement
101092711 - SovereignEdge.Cognit (2023-2025)



https://vimeo.com/786222714

2023

on Cloud to Edge Continuum

* Building an European Open Source FAAS Function-as-a-Service

Framework _ J
» Task offloading: RANCHER
 From loT -> To the Edge-Cloud Continuum jﬁgg&q
e The device decides WHAT and WHEN to offload
» The framework decides WHERE to offload it in the continuum kubernetes
x O

eeeeee NEDGE.&
° ign Prometheus

Low Al/ML GPU
Latency Application Acceleration
Infrastructure Providers Private Cloud
5G/Mear Edge On-premise Edge Public Cloud

Oct. 17,202 () - -~/ dwigsburg, Germany
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pntinuum

DN Cloud to Edge

* Define application and non-functional requirements to

orchestrate the task offloading

 Low Latency -> MEC 56 RANCHER

« ML/Al based -> Continuum resources with GPU jOpen
Nebula

 Besteffort -> Cloud based

) EtC kubtes

A 9
S EDGE .eu
. overeign Prometheus

Jl.ow Al/ML l GPU
Latency
EdgefioT

Device Infrastructure Providers

Application Acceleration
Private Cloud

5G/Near Edge On-premiseEdge  PublicEdge ~ PublicClo

Oct. 17,202 () - -~/ dwigsburg, Germany
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1 to Edue Continuun

 Fourvalidation use cases in different sectors
{ o' d
RANCHER

Open
j Nebula

Smart Cities wildfire Detection kubernetes

Coordinated by ACISA Coordinated by Nature 4.0

Prometheus

| M}( A \ | | @

Energy Cybersecurity
OC't_ 1 7' 2023 Coordinated by Phoenix Systems & Atende Industries Coordinated by CETIC and SUSE LUdW|gS bu rg’ G erma ny
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i on Cloud to Edge Continuum

L

Sponsored by: Organized by:
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